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Abstract. Prostate cancer is the most common malignant male tumor. Magnetic
Resonance Imaging (MRI) plays a crucial role in the detection, diagnosis, and
treatment of prostate cancer diseases. Computer-aided diagnosis systems can help
doctors to analyze MRI images and detect prostate cancer earlier. One of the key
stages of prostate cancer CAD systems is the automatic delineation of the prostate.
Deep learning has recently demonstrated promising segmentation results with med-
ical images. The purpose of this paper is to compare the state-of-the-art of deep
learning-based approaches for prostate delineation in MRI images and discussing
their limitations and strengths. Besides, we introduce a promising perspective for
prostate tumor classification in MRI images. This perspective includes the use of
the best segmentation model to detect the prostate tumors in MRI images. Then,
we will employ the segmented images to extract the radiomics features that will be
used to discriminate benign or malignant prostate tumors.
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1. Introduction

Prostate cancer is the most common type of cancer among men worldwide. There were
1.3 million new cases only in 2018. The highest rates of prostate cancer in 2018 were
mainly in the European countries. Age-adjusted incidence rates of prostate cancer have
increased dramatically and this is large because of the increased availability of screening
for prostate-specific antigen (PSA) which were conducted for men without symptoms of
the disease. This screening leads to the detection of many prostate tumors that are small
or would otherwise remain unrecognized, and which may or may not develop further
into higher stage disease. Accurate delineation of prostate cancer using medical scanners
plays a crucial role in prostate diseases diagnosis and treatment.
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Previous research aimed at developing Computer-Aided Diagnosis (CAD) systems
for Prostate cancer detection, classification, and prognostics using different medical
imaging modalities, such as Computed Tomography (CT), Magnetic Resonance Imaging
(MRI), and histopathological images. Early attempts prove that convolutional neural net-
works (CNNs) have achieved remarkable progress in many fields, particularly in com-
puter vision and image understanding. Many researchers have also used CNNs to seg-
ment the prostate from MRI images. For instance, Milletari et al. [1] proposed a V-Net
fully convolutional network (FCN) with the Dice loss for accurate prostate segmentation.
Yu et al. [2] introduced a novel network that incorporates boundary estimation, feature
extraction, and shapes prior to prostate detection.

Regarding the pitfalls of deep learning architectures or the data acquisition strategy
of medical imaging. One could find that the literature is still discussing the potentials
of deep learning-based approaches for medical image segmentation. Regardless of the
progress achieved, automated prostate segmentation remains challenging and the essen-
tial part of the research has not been fully addressed. As it is noted that the outcomes do
not fully fit the clinical needs in terms of the accuracy and the precision rate to detect
cancer in an earlier stage.

This paper aims at proposing a comparison between state-of-the-art deep learning
segmentation models for prostate cancer delineation in MRI images. We highlight the
limitations and strengths of each segmentation model. We train the segmentation model
on three public datasets: Promisel12, ISBI Challenge2013, and ProstateX. DSC coeffi-
cient and Hausdorff Distance evaluation metrics are used to assess the performance of
the prostate cancer delineation models. This paper presents the first stage of our prostate
cancer CAD system. Our perspective consists of the use of the best segmentation model
to detect the prostate tumors in MRI images. Then, we will employ the segmented images
to extract the radiomics features that will be used to discriminate benign or malignant
prostate tumors.

The remainder of the paper is structured as follows. Section 2 provides a review
of literature. Section 3 describes the proposed methodology in detail and highlights our
perspective. In section 4, provides various experiments on prostate tumor segmentation
and detection. Finally, we present our conclusion and introduce future remarks in the last
Section 5.

2. Related Work

Previous research has established promising results for automated prostate tumor
segmentation. The developed methods can be mainly categorized into three classes:
deformable methods, multi-atlas-based methods, and learning-based methods [1][2].
Firstly, deformable methods aim to accurately delineate the prostate, Toth et al. [4] intro-
duced improved active appearance models (AAMs). Klein et al. [3] used atlas matching
for prostate segmentation. The principal idea is to regroup the segmented images with
target images and then fuse the aligned segmentation to reach the final results. Several
deep-learning-based methods currently exist for automated prostate tumor delineation
due to its automatic representation learning. Below, we present the 2D and 3D prostate
segmentation methods.
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2.1. 2D prostate segmentation methods

Studies over the past decade have proved that the use of Convolutional Neural Networks
(CNNs5s) have achieved their goals in many domains, particularly in computer vision[5][6]
and medical imaging analysis. Automated segmentation is one of the pillars of medical
image analysis, many researchers have explored the power of CNN in prostate cancer
segmentation [7] [9]. The U-Net [8] architecture is one of the most popular networks
for medical imaging segmentation. It uses a CNN as a downward sampling path with an
up-sampling operation to boost the resolution of the output feature maps. Furthermore,
It uses skip connections to transfer more information to the feature maps that are placed
within the up-sampling operations [8]. This could be noted in the work of Clark et al
[10], who is considered to be among the first researchers who used the U-net to segment
the whole prostate. The U-net has been adapted to segment the whole prostate gland and
transitional zone in Diffusion-Weighted MRI (DWI). They were able to achieve promis-
ing results on an in-house dataset. However, when they tested their approach on T2-
weighted (T2W) MRI data from the Promise 12 challenge [11] they were not able to
achieve good accuracy.

Zhu et al. [12] proposed a deeply supervised U-Net architecture where they adjusted
the number of convolution layers. The role of the deep supervision strategy is to super-
vise the hidden layers within the network and propagate them to the lower levels of the
network. Also, they introduced residual blocks to reduce the number of hyper-parameters
compared to the original U-Net. Tian et al. [13] implemented a PSNET that uses fully
connected networks [14]. They tested their model on an in-house dataset consisting of 42
T2W MRI volumes and on two open-source prostate datasets: the ISBI2013 challenge
[15] and the PROMISE12 challenge [11] datasets. Karimi et al. [16] used a smaller FCN
consisting of three layers and validated it using a cross-validation scheme on a smaller
dataset containing 49 T2W axial MRI images and 26 MRI images from the PROMISE12
challenge [11]. With this smaller network, Karimi et al. achieved a high DSC on their
validation dataset.

In [17], Yoo et al. presented an automated CNN-based pipeline for detecting prostate
cancer for an axial DWI (Diffusion-weighted imaging) image and each patient separately.
Their proposed pipeline includes three stages. The first stage consists of classifying each
DWTI slice using five individually trained CNNs models. The second stage extracts the
first-order statistical features (e.g., mean, standard deviation, median) from the CNNs
outputs. Then, the relevant features are selected via a decision tree-based feature selector.
In the last stage, they used a Random Forest classifier to classify patients. They used
first-order statistical features to discriminate patients into sets with and without prostate
cancer. Yu et al. [2] added a residual connection to the U-net network, which improves the
prostate segmentation by using a sum operation instead of the concatenation operation
features into the up-sampling layer. It turns the model into a hybrid model called ResNet-
U-Net. To boost the accuracy of prostate delineation, Zhu et al. [18] used a cascaded
U-Net, where the role of the first network is to segment the whole prostate gland, and the
obtained segmented gland was fed into the last network to detect the peripheral zone.

Liu et al. [20] used an FCN with ResNet50 as the backbone of their network to
detect the prostate zones with the mechanism of feature pyramid attention to capture
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relevant semantic information at multiple scales. The results obtained by the features
pyramid attention procedure are combined to generate a high-resolution feature represen-
tation, which improves the segmentation results over the original U-Net [8]. To amelio-
rate the prostate’s delineation, Nie and Shen Nie [21] introduced a semantic guided strat-
egy to learn discriminative features. They used a soft contour constraint mechanism to
model the blurry boundary and trained their network using the 5 k-fold cross-validation
on 50 prostate cancer patients with ground truths annotated manually of the rectum,
prostate, and bladder. Their results were promising and outperformed state-of-the-art
techniques. Zhu et al.[22] proposed a novel boundary-weighted segmentation loss that
boosts the accuracy of the boundary segmentation. They also used a boundary-weighted
transfer learning approach (domain adaptation) to surmount the restriction of small train-
ing datasets. Thanks to this strategy and several datasets as the source and target domain,
they achieved state-of-the-art results. In [25], the authors used a channel-wise feature
recalibration and integrated squeeze and excitation blocks into their network to enhance
the segmentation results [25]. Their work performed well when they trained the model
on all of the introduced datasets, but their network was less robust using some datasets.

To alleviate the issue of limitation of the training datasets and obtain a large amount
of training data for creating a robust segmentation model, Liu et al. [27] implemented a
multi-site network by aggregating prostate MRIs from multiple sites. Their network was
able to learn universal representation across heterogeneous MRI scanners and images.
Furthermore, they introduced Domain-Specific Batch normalization layers to enable the
network to estimate the statistics and perform normalization for each site it had been
trained on, separately. David Gillespie et al. [30] proposed a review for deep learning-
based methods for prostate segmentation in MRI images and discussed their limitations
and strengths. To improve the prostate segmentation, they introduced an optimized 2D
U-net that uses the Ranger optimizer [28] and Mish Activation [29].

2.2. 3D prostate segmentation methods

To accurately segment the prostate in MRI images, Milletari et al. [1] introduced a vol-
umetric CNN based on V-shape fully convolutional networks (FCN). They adapted the
U-Net architecture to segment prostates from 3D MRI volumes. They used Promisel2
datasets to train their network. They showed that their network performed significantly
better when they applied a data augmentation procedure as preprocessing step on the
datasets. To improve the segmentation accuracy of 3D volumes, Wang et al. [19] intro-
duced a novel deeply supervised model into a 3D U-Net with group dilated convolu-
tions to automatically segment the prostate gland in MRI scans. The main reason to use
the deep supervision mechanism is to avoid exploding or vanishing gradients during the
training stage of deep models, which forces the hidden layers filters to support highly
discriminate features. A group of dilated convolutions was used to extract more global
contextual information, as they extend the receptive field of the network. They also used
a combined loss function including cosine and cross-entropy that evaluates the similarity
and dissimilarity between segmented and manual contours. Zavala Romero et al. [26]
developed a 3D multi-stream U-Net and proposed data prepossessing to normalize the
data given from each MRI vendor. They implemented six models (for each vendor and
combined vendor datasets). The results demonstrated that the combined vendor models
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performed better in the case of peripheral zone detection. However, for detecting the
whole prostate from MRI images the individual data models performed better.

To extract a piece of relevant information from the Z-axis, a 3D U-Net network
was proposed by Isensee et al [23]. But, 3D-Unet leads to the use of small training data
because it needs a performant memory for computation. To tackle this issue, Isensee et al
[23] proposed a novel method that compresses domain knowledge and chooses the best
nnU-Net (2D or 3D) model for a given dataset. Using 5 fold cross-validation scheme,
they trained a 2D and a 3D variant nnU-net on the Promisel2 challenge [11] and the
Medical Decathlon dataset [24]. One common restriction of the mentioned work is that
Isensee et al used a single site Prostate MRI scans to train their models, and get promising
results on a private dataset. But it may not perform well on datasets from various sites or
MRI vendors. This is a crucial challenge for prostate segmentation, as there are multiple
MRI scanner vendors and protocols.

3. Methodology

Figure 1 represents an overview of the proposed methodology for this paper and our fu-
ture work. The objective of this paper is to introduce a quantitative comparison between
deep learning-based methods for prostate segmentation. Our main attempt is to train the
deep learning models to segment prostate cancer from MRI scans. In this stage, we se-
lected a set of public datasets to train and test the developed models such as Promise12
[11], ISBI2013 [15], and ProstateX [31]. Our strategy depends on the use of 2D and 3D
segmentation models. As several medical image analysis studies used the U-Net archi-
tecture, we train the U-Net [8] and 2D-Unet [30] models for the 2D segmentation. For
3D segmentation, we train 3DFCN [1], 3D-Unet [23], and MS-Net [27].

All the architectures chosen above are employed in the literature. However, we ap-
plied data augmentation on the MRI datasets. We employed a resizing procedure to set
the same slices number for each patient. Also, we set the same dimensions for all slices.
Then, we split the dataset into training and testing data. To evaluate the performance of
the segmentation models, we compute the Dice coefficient and Hausdorff distance. We
display the results in the format of mean+std.

It should be noted that we perform the testing of the segmentation model to de-
lineate prostate tumors in MRI images using the ProstateX [31] dataset. This prepares
for our final goal that consists of the use of the obtained segmented images with their
original MRI imaging to extract a set of radiomics features. Further, we will develop a
classification model that adopts the extracted radiomics to discriminate between benign
or malignant tumors.
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Figure 1. The schematic illustration of the proposed methodology. The first stage consists of training several
deep learning-based methods for prostate delineation. Then testing the best segmentation model using the
ProstateX dataset. The second stage stands for our future work that uses the segmentation results to extract
a set of quantitative features in order to employ them in the classification of prostate tumors into benign or
malignant.

4. Experimentation and results
4.1. Datasets

e PROMISEI12 challenge [11] is a benchmark for evaluating segmentation al-
gorithms of the MRI prostate. It contains a total of 50 patients transversal T2-
weighted MR images of the prostate and the corresponding true mask segmen-
tation acquired in different hospitals that and variations in voxel size, dynamic
range, position, field of view, and anatomic appearance, use a variety of vendors
and acquisition protocols.e

e ISBI2013 challenge [15] consists of 60 patient scans saved in Dicom files (1.5
MRI and T3 MRI). The scans were acquired from Radboud University Nijmegen
Medical Centre [RUNMC], Netherland. The ground truth for segmentation has
been created by Drs. Nicolas Bloch (Boston University School of Medicine),
Mirabela Rusu (Case Western University), Drs. Henkjan Huisman, Geert Litjens,
Futterer at RUNMC.

e ProstateX Challenge [31] focused on quantitative image analysis methods for
the diagnostic classification of clinically significant prostate cancer. The largest
mpMRI dataset contains 346 participants and 349 studies. It consists of a total of
204 and 140 mpMRISs for training and testing respectively. The mpMRIs dataset
includes the following sequences: T2-weighted (T2), diffusion-weighted (DW),
apparent diffusion coefficient (ADC) map, and K trans (computed from dynamic
contrast-enhanced -DCE- T1-weighted series).
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4.2. Segmentation Results

To evaluate the performance of several the segmentation models, we trained them on
Promisel12 [11] and ISBI2013 [15] datasets. We present in Table 1 and Table 2 the seg-
mentation results in terms of the Dice coefficient and Hausdorff Distance.

Table 1. Comparing the performance of the segmentation models using ISBI2013 challenge dataset.

Model Dice+STD Hausdorff Distance+STD (mm)
MS-Net [27] | 0.899 £1.960 9.511 +4.011
2D-Unet [30] | 0.901 +0.015 6.030 +3.082
3D-Unet [27] | 0.722 £0.020 17.761 £2.924

Figure 2 and Figure 3 present the qualitative results of the segmentation models with
the ISBI2013 and Promisel2 datasets, respectively.

MRI image(ISBI challenge 2013) True Mask DSC=0.71

2013 chllenge.png 2013 chlenge.png

Figure 2. Segmentation results on ISBI 2013 Dataset. In the top row, from left to right, the raw image, ground
truth, the segmentation results of 3D-Unet, respectively. In the button row, the segmentation results of MS-Net
in the left, and the segmentation results of optimized 2D-Unet in the right.

Table 2. Comparing the performance of the segmentation models using PROMISE12 challenge dataset.

Model Dice+STD Hausdorff Distance+STD (mm)
U-Net [8] 0.880 +0.041 17.690 +2.087
3D-FCN [1] | 0.790 +0.050 12.910 +4.005
2D-Unet [30] | 0.899 £+0.021 7.661 +£3.924
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MBI image (Promise12) True Mask DSC=0.79 DSC=0.87 DSC=0.90

Figure 3. Segmentation results on the Promise12 dataset. From left to right, the raw image, ground truth, the
segmentation results of 3D-FCN, and the segmentation results of U-Net, respectively.

The results presented in the Table 1 and Table 2 demonstrate that the 2D-optimised
Unet [30] provides the best dice coefficient with the ISBI and Promisel2 datasets. The
2D-Unet model achieves a Hausdorff Distance (HD) of 6.03 mm. These results demon-
strate that 2D-Unet model can give accurate segmentation results on ProsateX Dataset.
We show a qualitative segmentation example in Figure 4.

MFEI Image (ProstateX Challenge) True Mask DSC=0.91

Figure 4. Segmentation results on the ProstateX dataset using 2D-Unet. From left to right, the raw image,
ground truth and the segmentation result using 2D-UNet, respectively.

Table 3 presents the segmentation results when testing the segmentation models
mentioned above on the ProstateX dataset.

Table 3. Quantitative segmentation result on prostatex dataset.

Model Dice+STD Hausdorff Distance£+STD (mm)
U-Net [30] 0.791+£0.151 17.020 +2.884
3D-UNet [30] | 0.701 £0.078 18.001 +3.108
3D-FCN [1] 0.721 £0.047 13.411 +£5.264
2U-Net [30] 0.898+0.051 7.690 +2.987

5. Conclusion and Future Work

This paper presented a comparative study for state-of-the-art deep learning-based seg-
mentation models (U-net, 2D-Unet, 3D-Unet, Ms-Net and 3DFCN) for prostate delin-
eation in MRI images. Different metrics were used to compare the prostate delineation
models like the DSC coefficient and Hausdorff Distance. In future work, we will use
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the segmentation results to extract a set of radiomics to be inputted into a classifier to
discriminate between prostate cancer classes (e.g., benign or malignant).
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