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Abstract.  Multi-Agent Reinforcement Learning reductionist simulations can provide a spectrum of 

opportunities towards the modeling and understanding of complex social phenomena such as common-pool 
appropriation. In this paper, a multiplayer variant of Battle-of-the-Exes is suggested as appropriate for 

experimentation regarding fair and efficient coordination and turn-taking among selfish agents. Going 

beyond literature’s fairness and efficiency, a novel measure is proposed for turn-taking coordination 

evaluation, robust to the number of agents and episodes of a system. Six variants of this measure are defined, 

entitled Alternation Measures or ALT. ALT measures were found sufficient to capture the desired properties 
(alternation, fair and efficient distribution) in comparison to state-of-the-art measures, thus they were 

benchmarked and tested through a series of experiments with Reinforcement Learning agents, aspiring to 

contribute novel tools for a deeper understanding of emergent social outcomes. 
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1. Introduction 

Multi-Agent Reinforcement Learning (MARL) can be adequate to model and explain 

complex conflictive situations like common-pool resource appropriation [1]. With a 

Markov Game [2] like modelling one can express situations that go beyond the 

minimal Game Theoretic frameworks. With RL, agents can learn selfishly and the 

equilibria reached can be studied [1]. Many measures (taken from Economics) have 

been applied to study the characteristics of such equilibria like Efficiency, Fairness and 

Sustainability e.g. [1],[3],[4]. These measures, although being adequate to capture the 
general exploitation of reward and how it is spread among agents, fail to capture the 

temporal dynamics of how reward is exploited, i.e. by turn taking. For this purpose we 

define a minimal environment based on the BoE [4] for the computational examination 

of turn-taking coordination among multiple selfish Q-learning agents. As it was shown 

in [2], the literature's Fairness and Efficiency measures were found insufficient and 

non-indicative for the evaluation of the fair and efficient distribution of such multi-

agent systems, as mainly, they can either be “blind” to unfairness or inefficiency. 

Instead, we introduce the Perfect Alternation (PA) equilibrium notion as an optimal 

case where many agents acquire the full reward successively, as a point of reference to 

describe such systems' emergent behaviors by their discrepancy from PA. Furthermore, 

6 novel Alternation measures for evaluation are shortly defined. Some results are 

indicatively presented at the end, to showcase the proposed measures usage. 
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2. Multiplayer Interpretation of the Battle of the Exes game 

For the MBoE version, we consider that n agents do cooperate, if and only if they 

successfully alternate to acquiring the max reward, as this would be the fairest and 

efficient distribution of the recourses. We suggest a minimal interpretation yet other 

interpretations can also be considered. To define the problem, the goal is to generalize 

BoE to a multi-player game-theoretic scenario so that the coordination of selfish agents 

can be tested experimentally in a minimally dynamic environment. The basic 

requirement to ensure consistency with the problem definition of the 2-players version 

is the conceptualization of episodic non-cooperative game-theoretic scenarios where 

every agent moves simultaneously in each round. When only one agent reaches a 

terminal state, it gets the higher possible payoff and the remaining n-1 agents get 0, yet 

when all n players reach the terminal state (tie) no one gets a payoff. The above are 

considered to be the basic limitations to ensure that the problem definition is consistent 

with BoE. It is accepted here that every agent can only move one step at a time only at 

his own pathway of m possible positions, including the initial one. The only way that 

an episode is terminated is when at least one agent reaches the end of its pathway. As 

in [2], an episode cannot end in a round that everyone halts. 

Furthermore, special attention is required to be given regarding the reward that 

will be acquired,  in the case that only some of the agents k with 0<k<n,  manage to 

reach their goal-states and therefore, if the game will be zero-sum or not. For example: 

3 agents (n = 3) compete over the high payoff of 1 that can be acquired only if they 

reach the terminal state individually. In case that more than one agents reach the 

terminal state, they get only a low partial payoff, for example, 1/9 ( p = 1/n2 ), and they 

get no payoff if all of them reach it together. This minimally dynamic version was 

carried out included 3 positions per agent. The initial, an intermediate, and a top one.  

3. Perfect Alternation Measures 

Before proceeding, it would be useful to define and propose Perfect Alternation  (PA) 

Equilibrium. Α Perfect Alternation (PA) in repeated games is considered the Pareto-

optimal Nash Equilibrium when all n players, alternate successively to the state of 
the highest payoff, one-by-one, and episode-by-episode, in any order. However, this 

order is ideally repeated intact every n episodes. This equilibrium is meant to be 

diversified from other types of Alternation Equilibria which can include turn-taking of 

players every any number of episodes, in groups or even asymmetrically for each 

agent/ group. Of course, there can be other types of special equilibria that can be fair 

and efficient, however, their definition as "alternation equilibria'' can be questioned, as 

semantically maybe ”solid alternation” should imply fixed periodicity of turn-taking 

among agents as in [4]. More specific practical and theoretical purposes that motivated 

the distinction of PA from the rest, are analytically discussed in [2]. 

Alternation measures or ALT, calculate the discrepancy of a turn-taking system 

behaviour from the ideal case of PA. Specifically, they aim to capture the performance 

of agents’ succession to terminal positions, measuring the weighted rate of successful 

alternation of winners. This repeats per all possible sequences of n episodes - called 

batches - to indicate the agents’ coordination throughout all ν episodes. Ideally, every 

agent should win once every n episodes. For this reason, the algorithm evaluates each 

batch of episodes b, which can be considered as an overlapping window of n (number 
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of agents) size. Then, the normalized accumulated evaluations of batches are averaged 

by the number of batches. Of course, the total number of batches is always b=ν–(n–1) 
so the number of agents n must always be at least equal to the number of episodes ν. 

Specifically, to evaluate each agent’s alternation within each batch, first, a sub-

measure/ weight β is calculated (β calculation is analytically explained below).  In the 

best-case scenario, β is equal to 1 for each batch. Thus, for all versions of ALT that are 

introduced in [2], the optimal Alternation’s value  is equal to 1, meaning that in 

such a case all n agents exclusively won in succession, one per time throughout all ν 

episodes. However, for each agent that wasn’t included in the list of winners within n 
episodes of a batch, the evaluation measure β of this batch is reduced. In tie cases, that 

more than one winners occur in one episode, the algorithm splits their evaluation 

weight β, in a different manner according to the version of ALT that is used. 

, where j is the integer id of each batch, b is the number of possible batches 

within ν episodes and β is the sub-measure that evaluates each batch’s alternation of 

agents accumulatively. β weights vary depending on which the version is measured.  

Fractional Alternation Measure (FALT) weights each batch with a fraction of the 

number of individual agents that managed to reach their terminal position at least once 

denoted, by the total of all the cases that an agent reached it, within this batch j: 
 with f denoting how many agents out of n appeared in their terminal 

positions at least once within this batch of episodes, t denoting all the terminal 

occurrences,  j the id of this batch. Exponential Fractional Alternation Measure 
(eFALT) uses the exponential version (square of)  . It is proposed for the cases 

when “stricter” evaluations of low alternation (as defined for FALT) are preferred, 

while more "generous" evaluations of higher alternation fit better to the given problem. 

Exclusive Alternation (EALT) measures the rate which agents exclusively win 

within each episode of a batch. It is not that tolerant as FALT because only one agent 

should win at each episode. Otherwise the whole episode will be evaluated with 0 for 

all the batches that are included. The β value is calculated as   where  

is the number of winning episodes with an exclusive winner within the jth batch of 

episodes. Exponential Exclusive Alternation Measure (eEALT) or  is again 

the square of  for an exponential “treatment” of the evaluation as in eFALT. 
Complete Alternation (CALT) is stricter than the last proposed versions of the 

ALT measure, as it assigns a weight of 0 to tie situations. Specifically, for each episode, 

it multiplies  with the difference between the maximum number of possible 

agents that can reach their top position and the actual ones. Then it adds up all the 

weighted  values of each episode to divide them with the number of episodes per 

batch, which is always equal to n, times the max possible weight, which is equal to (n – 
1) when only one agent reached the top in an episode, to average each episode's 

performance. This way, the fewer the winners the more the weight of  for each 

episode. In the extreme case of a tie, this episode is evaluated with 0, affecting the 

batch's evaluation. Its β batches weights are calculated as follows: 

, where integer k indicates the id of an episode within batch j with 

0≤k≤n-1 and n is the number of agents. Also, Y is an n-sized array whose each element 

contains the number of agents who reached their top, for every episode k of batch j.  
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Absolute Alternation (AALT) is the last and the most sensitive measure to 

Alternation, as its changes are dramatic depending on the alternation phenomenon. It is 

expected to always be lower or equal to the rest of the Alternation measures. It assigns 

any non-exclusive winning position of an agent within a batch, with a weight of 0, and 

takes into account only the successful alternations of exclusive winners of a batch. It 

gets 1 only in the ideal case that all agents win at least and only once per batch of 

episodes. Its β batches weights are calculated easily as follows: , where  

is the number of unique exclusive winnings of all agents within the whole jth batch. 

All the ALT measures values X are suggesting a level of alternation A(X) or 
AltRatio. This ratio or percentage is calculated by a function of the number of agents 

and the coefficients which are estimated by a environment-specific model-fitting 

regression. For this regression, extreme cases have been evaluated to be used as 

benchmarks for each version of ALT measure, as if x [2,40] agents were perfectly 

alternating among each other to their top positions, while the rest n-x did not move 

from their initial positions, as analytically explained in [2]. Thus A(X) is indicative in 

terms of the equivalent of how many agents would perfectly alternate if all the rest 

were not moving at all, as shown in Figure 1. Thus, the outcome of those values does 

not necessarily mean that 3,338 agents out of 5 were indeed perfectly alternating, yet 

that the collective behavior is the equivalent of such a turn-taking throughout the whole 

experiment. Indicatively, some results out of a series of 41 experiments are: 

 

Figure 1. The final estimation of ALT version have an average error of ~0.1 for 5 agents and 10000 episodes. 
Because the avg. AltRatio is >65%, it is expected that the exponential versions eFALT & eEALT will be 

higher than FALT & EALT. Also, AALT shows the highest value as its evaluation has the most abrupt curve. 
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