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Abstract. Topic modelling is nowadays one of the most popular techniques used
to extract knowledge from texts. There are several families of methods related to
this problem, among them 1) Factorial methods, 2) Probabilistic methods and 3)
Natural Language Processing methods. In this paper a common conceptual frame-
work is provided for Factorial and probabilistic methods by identifying common el-
ements and describing them with common and homogeneous notation and 7 differ-
ent methods are described accordingly. Under a common notation it is easy to make
a comparative analysis and see how flexible or more or less realistic assumptions
are made by the different methods. This is the first step to a wider analysis where all
families can be related to this common conceptual framework and to go in depth in
the understanding of stengths and weakenesses of each method and ellaboration of
general guidelines to provide application criteria. The paper ends with a discussion
comparing the presented methods and future research lines.
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1. Introduction

Textual data analysis is a constantly growing field with many open research problems.
Often, textual data analysis is used for 1) Understand the underlying topics of a set of
documents and 2) Find the principal concepts that better summarize a given text.

There are many applications of topic modelling, such as enhanced document clustering
[1], topic trend detection [14] high-dimensional classification [28] and dimensionality
reduction and projection [18] among others.

However, currently there are some limitations of existing techniques, as for example con-
sidering semantic structures of a text; i.e. synonymy and polysemy, ortography, bias due
to outliers and the fact that the topics are implicit and require subjective interpretation.
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Topic modelling techniques mainly belong to three big families of methods, 1) Facto-
rial methods, 2) Probabilistic methods and 3) Natural Language Processing (NLP) meth-
ods. The former, aim to perform a decomposition over the multivariate design matrix in
such a way that a given objective function is maximized and the given set of constraints
are satisfied [6]. Several examples are Latent Semantic Analysis (LSA) [9] or Princi-
pal Components Analysis (PCA) [20], [30], Non-negative Matrix Factorization (NMF)
[21], Canonical Correlation Analysis (CCA), Correspondence Analysis (CA) [20], Mul-
tiple Correspondence Analysis (MCA) [15], Non-linear Iterative Partial Least Squares
algorithm (NIPALS) [30], Archetypal Analysis (AA) [6] among others.

Probabilistic methods, in turn, relies on statistical model definition, composed of proba-
bility model and a parameter’s space definition. The parameters can be estimated either
through the Maximum Likelihood function (frequentist approach), or Bayesian frame-
work [12]. The probabilistic approaches are very valuable as they are generative, they
provide clear interpretation, flexibility and extensibility. Research addressed to proba-
bilistic topic modelling is widely applied to multi-document summarization [6], text clas-
sifiers [31], topics extraction [16] and topic-based document classification [23].

The third family, NLP, combines classical language analysis and statistical approaches
[17] in order to provide very specific solutions that aim to tackle the problem of inferring
the true meaning from text. A special attention is paid to linguistic annotations, Tree-
banks [22], [13], [11], [19], which intervene in part-of-speech (POS) tagging, syntactic
parsing, morphological analysis and word sense disambiguation. NLP is used in topic
modelling and it can be also considered as a pre-processing step for the other two fam-
ilies to provide more meaningful topic inference in terms of semantics. Due to space
limitation this family will not be covered, but will be presented in future work.

Given that first two families of methods above come from very different origins (multi-
variate analysis, Bayesian analysis and AI, respectively), our goal is to present a unified
notation and make it homogeneous over different techniques and authors. A general for-
malization contributes to a better understanding of the relationships between those fami-
lies of methods and their common properties. This allows to have a common language for
the existing state-of-the-art literature considerably simplifies the task of the researcher
to identify the reasons of different results obtained with the different techniques over the
same set of texts.

The structure of the paper is as follows. First, in Section §2, it is presented the proposed
common structures and notation. Then, Factorial methods are presented in Section §3
along with their applications and extensions in the topic modelling domain. Then, Prob-
abilistic PCA and Probabilistic Topic Modelling framework are presented in Sections §4
and §5, respectively. Finally, Section §6 contains a brief discussion among the different
methods, conclusions and future work.

2. Methodology: a common notation framework for textual analysis methods

In this section the symbology associated to the different elements appearing in the pre-
sented methods is designed and it will be used in the methods presented in the following
sections.
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2.1. Numerization of the corpus

It appears to be a basic and very early operation in most of the methods from Factorial
and Probabilistic families and it consists in representing a set of documents through
numeric matrices that represent in each row the distribution of words in one document.

Given a set of documents D of size nD and a set of terms T of size nT , a document
is a sequence of words such that for each document d j ∈ D with j = 1 . . .nD , d j =
(w1,w2, . . . ,wnd j

) where nd j is the number of words in the document d j and wp ∈T with
p= 1 . . .nd j .

The numerization of the corpus produces a matrix X of dimensionality nT × nD , as
shown below, where the rows correspond to terms t ∈ T (i.e. vocabulary used in the
corpus D), and columns correspond to documents d ∈ D of the given corpus. Therefore,
the number of rows of X is the cardinal of the given vocabulary (nT ) and the number of
columns is the cardinal of D , nD . Each cell (i, j) is the raw count of ni j occurrences of
the term ti in the document d j from the collection.

X =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

1 ... nD

1
...

... · · · ni j · · ·
...

nT

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(1)

Matrix X is often known as TDM, a term-document matrix, successfully applied in the
field of information retrieval [2] and tf-idf computation [26].

Along this paper we will name as xi the vector xi = (ni1, . . . ,ninD
), which represents the

profile of a certain term in a corpus, that is, the distribution of the occurrences of term ti
in the documents of D .

2.2. Binarization of documents

An alternative common representation of the corpus is the Binarization of documents. It
consists in representing each single document d j ∈D as a binary matrix, d( j), describing
the distribution of terms in the document.

Provided that nd j is the length of the document d j, the matrix d( j), of dimensionality
nd j ×nT , has nT terms in columns and nd j rows representing the positions where terms
can be placed along the document. p = 1 . . .nd j indexes the positions of the terms that
appear in the document d j.
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d( j) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

1 ... nT

1
...

... · · · d( j)
pi · · ·
...

nd j

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

[
n1 j . . . nT j

]

(2)

The cell, d( j)
pi , of the binary matrix, d( j), is defined as follows:

d( j)
pi =

{
1, if term ti appears at position p of the document d j

0, otherwise
(3)

3. Factorial methods

3.1. Latent Semantic Analysis

The main goal of LSA [9] is to infer meaningful semantic structures of the terms in
documents and to discard those attributable to noise. The internals of LSA reside in the
two-way factor analysis using Singular Value Decomposition (SVD). Two is referred to
the fact that both terms as well as documents are jointly represented in the same factorial
space, thus allowing the analysis of relationships between them.

The matrix X , described in Section §2.1, or its weighted version (using tf-idf numerical
statistic from [27]), can be decomposed, under SVD, into the product of three matrices
as follows:

X = V(nT ×K )Λ
1
2
(K ×K )

(U ′)(K ×nD ) (4)

being V(nT ×K ) a matrix of eigenvectors of XX ′, U(nD×K ) a matrix of eigenvectors of
X ′X , Λ(K ×K ) a diagonal matrix of eigenvalues and K = min{nT ,nD} the rank of X .

Let uα be one of the K eigenvectors of the matrix U(nD×K ), and it is a linear combina-
tion of the original set of ”document-variables”. The projection of X over uα , Ψα = Xuα ,
is α-th principal component of the dataset, that can be thought as concept or topic. The
associated eigenvalue λαα measures the quantity of information retained by Ψα from the
total information contained in X [3].

Joint representation (of terms and documents) onto factorial space is possible due to
transition relations between V and U [10] and can be represented through rescaling
factor or biplot representation [20].
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In LSA several issues were identified: synonymy, polysemy and rare event detection. Last
one tackled very elegantly in Correspondence Analysis [15], [20] by using a χ2 metrics.

As an extension of LSA and to overcome the lack of context, in [25] authors present
Distributional Semantic Model by extending the Vector Space Model representation in
which they introduce the co-occurrence of the terms matrix, C(nT ×n f ) between all nT

terms and n f pre-defined terms. The maximization expression becomes:

max
uα

u′α(X
′C)′(X ′C)uα s.t. u′α uα = 1 (5)

3.2. Archetypal Analysis

Archetypal Analysis (AA) [8] belongs to the same family of optimization problems such
as LSA/PCA, k-means or NMF. For instance, in [6], authors present a framework to han-
dle multi-document summarization problem. The formulation of the AA as an optimiza-
tion problem is as follows:

min
H,W

‖J−H(nT ×K)W
′J‖2

s.t.
K

∑
k

hi
k = 1,hi

k ≥ 0,∀i ∈ {1 . . .nT } and
nT

∑
i

wi
k = 1,hi

k ≥ 0,∀k ∈ {1 . . .K}
(6)

where Y(nS ×K) = J′W is defined as the matrix of K archetypes in columns, which are
built as convex combinations of observations. W(nT ×K) (estimated) determines the con-
vex combination of J such that columns of Y are placed on the convex hull of data J. In
turn, the observations can be approximated as convex combinations of archetypes. And
matrix H describes convex combination of archetypes to approximate observations, such
that J ≈ HY ′, or in other words, H is the weighting matrix that approximates the archety-
pal space into the transformed design matrix J. In contrast to NMF, AA decomposes the
matrix J into sparser stochastic matrices. And the archetypes, the columns of Y , can be
interpreted as topics or latent representation of the data.

4. Probabilistic Principal Component Analysis

In standard PCA, the approach is to maximize the projection of the original data space
X (the individuals) onto the latent (unknown) factorial space Ψ. But in the probabilistic
version, the idea is to first establish the link from latent space Ψ to original data space
X and then, the reverse mapping is found by using the posterior distribution by Bayes
theorem. A PPCA is a linear Gaussian latent variable model [29], [4].
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A particular term profile xi (defined in §2.1) is defined in [29] as stochastic linear com-
bination of its corresponding projection in the latent space (see §3.1), namely ψ i (is the
i-th row of the matrix Ψ), plus a noise term

xi|ψ i = (μ +Wψ i)+ ε i, ε i ∼ N (0,σ2I) (7)

where μ is the global mean of, XnT ×nD
and W is the parameter matrix that contains

the factor loadings. After several simplifications, such as homoschedasticity hypothesis,
the posterior distribution of the latent variables, ψ i, is obtained with the Bayes Law and
formulated as:

p(ψ i|xi) = N
(
M−1W ′(xi −μ), σ2M−1) (8)

where MK×K = σ2I +W ′W . Details have been omitted due to space constraints.

The marginal log-likelihood of the data, X , is formulated as:

L (μ,σ2,W ) =
nT

∑
i=1

log
{

p(xi)
}
=−nT

2
{

nD log(2π)+ log |C|+ tr(C−1S)
}

(9)

being C =WW ′+σ2I the model covariance matrix and S the empirical covariance matrix
of XnT ×nD

and π = 3.1415 . . . By this technique, it can be obtained the approximation
(by EM algorithm) to the same axes as in LSA or PCA.

5. Probabilistic topic modelling

The probabilistic mixture models [24], [4] are characterized by the fact that the data is
generated by one of the mixture components. For example, a mixture of Gaussians can
approximate any type of continuous distributions, including multimodal [7]. In this work,
each mixture component is referred as topic.

Under the assumptions of independence between document size and words’ sequence,
the documents as an iid sample, and that the document can be expressed as mixture of
the set of topics, the generic likelihood is as follows:

L (θ) =
nD

∏
j=1

K

∑
k=1

(
P(N = nd j |Z = zk ∧θ)·

·P(
∧

p=1:nd j

Dp = wp|Z = zk ∧θ)P(Z = zk|θ)
) (10)
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where Z is a discrete random variable with values in Z = {z1, . . . ,zK} and the associated
probability space is defined as follows:

〈Z ,P(Z ),PZ 〉 (11)

where Z is the sample space (set of topics), P(Z ) is parts of Z and PZ is the proba-
bility function associated toP(Z ). PZ is built on top of pZ = P(Z = zk) for k = 1 . . .K,
provided that P(Z ) is a σ -algebra. Dp is a random variable indicating which term is
observed in any position p of document d j. And θ is the set of distributional parameters.

5.1. Generative model

In Generative model [23] the probability of a word remains constant for all documents
in a corpus and independent of the words in other positions of same document, as well
as independent of the position where it is observed, conditioned on the topic and a set of
parameters. Therefore,

Dp|Z = zk ∧θ ∼ Cat(π1k, . . .πnT k) (12)

where πik is the probability of occurrence of term ti ∈ T given topic Z = zk. Under this
approach, the likelihood function in (10) is reformulated as follows:

L (θ) =
nD

∏
j=1

K

∑
k=1

(
P(N = nd j |Z = zk ∧θ)

( nT

∏
i=1

πni j
ik

)
·P(Z = zk|θ)

)
(13)

Similarly, the likelihood function for the Multinomial model can be rewritten as follows:

L (θ) =
nD

∏
j=1

K

∑
k=1

[
P(N = nd j |Z = zk ∧θ)

( nd j !

∏nT
i=1 ni j!

nT

∏
i=1

πni j
ik

)
P(Z = zk|θ)

]
(14)

And the likelihood function for the Multivariate Bernoulli model is as follows:

L (θ) =
nD

∏
j=1

K

∑
k=1

[( nT

∏
i=1

(
xi

jπik +(1− xi
j)(1−πik)

))
P(Z = zk|θ)

]
(15)

Having, for the given document d j, the realization of the variable Xi
j is xi

j ∈ {0,1}, which
states whether the term ti is present in the specific document d j or not.
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5.2. Latent Dirichlet Allocation

The Latent Dirichlet Allocation (LDA) is a bayesian hierarchical model [5]. As opposite
to models presented in Section §5, the documents are associated with multiple topics si-
multaneously [5]. Hence, the random vector D (defined in Section §5) with the sequence
of words in the document, jointly appears with the random vector Z (sequence of topics
in the document):

P(D = d ∧Z = (z1,z2, . . . ,znd )) = P(
∧

p=1:nd

(Dp = wp∧Zp = zp)) (16)

The likelihood function of the parameters α and θ in the corpus D can be defined as
follows:

L (α,θ) =
nD

∏
j=1

P(D = d j|α ∧θ)

=
nD

∏
j=1

∫
P(ζ j|α)

( nd j

∏
p=1

K

∑
k=1

P(Dp = wp|Zp = zk ∧θ)P(Zp = zk|ζ j)

)
dζ j

(17)

6. Conclusion

Although multivariate and probabilistic topic modelling families are very different ap-
proaches from the conceptual point of view, this work shows that using common nota-
tion, commonalities and differences among them can be analysed in detail.

In the multivariate setting no distributional assumptions are made, but it provides a very
clear interpretation and geometrical representation of the associations between the top-
ics, documents and terms, so that visual inspection of the results can provide a global
overview of the interactions among these. These methods optimize a function related
with the information of the original data set: residual sum of squares for AA, and maxi-
mize projected variance for PCA. In general, the optimal projection directions are found
based on diagonalization techniques applied to combinations of the TDM or TSM.

The probabilistic methods, on the other side, do not provide geometric representation,
but are more flexible while capturing associations between topics, documents and terms.
Also, they assume a predetermined number of topics from the beginning, while the mul-
tivariate methods allow the determination of the relevant topics as an output, by analyz-
ing the quantity of information preserved in each of the topics and keeping the significant
ones. The flexibility of LDA, allowing every word in a document to be associated with a
different topic, does not seem very realistic either.
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The PPCA looks like a very interesting method as a combination of probabilistic and
multivariate methods, nevertheless the Gaussian assumption does not correspond to the
distribution of the terms in the document.

Therefore, although being a simple linear models, multivariate models look like the most
conservative modelling schema as they do not make any distributional assumptions and
the interpretation of the results is straightforward.

However, what this analysis is making evident is that all of the proposed methods provide
elements to characterize the topics in terms of the documents in the topic, or the words
more representative of the topic, but all of them rely on the comprehension of which
topics really are, to the interpretational habilities of the analyst, thus pointing to a missing
final step in the topic modelling research field which is to provide a concept (or a label)
for each of the discovered topics.

Ongoing research is the generalization of the proposed common formal framework to
include the main concepts of the NLP methods. And once the common framework has
been established, the next step will be to apply the proposals of already existing and
new methodologies on testing real cases. Also, the incorporation of Natural Language
Processing into the pipeline of LSA or similar techniques, opens the door to introduce
inductive reasoning and ontologies of words and terms to apply inductive learning prin-
ciples to the extraction of explicit concepts associated to the discovered topics, so that a
proposal for automatic interpretation of topics can be formalized.
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