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Abstract. Deep neural network (DNN) has shown significant improvement in
learning and generalizing different machine learning tasks over the years. But it
comes with an expense of heavy computational power and memory requirements.
We can see that machine learning applications are even running in portable devices
like mobiles and embedded systems nowadays, which generally have limited
resources regarding computational power and memory and thus can only run
small machine learning models. However, smaller networks usually do not perform
very well. In this paper, we have implemented a simple ensemble learning based
knowledge distillation network to improve the accuracy of such small models. Our
experimental results prove that the performance enhancement of smaller models
can be achieved through distilling knowledge from a combination of small models
rather than using a cumbersome model for the knowledge transfer. Besides, the
ensemble knowledge distillation network is simpler, time-efficient, and easy to
implement.
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1. Introduction

The vast spectrum of artificial intelligence has imposed significant impacts over the
years in different applications. We have witnessed the state of art results achieved in
the field of computer vision [1], natural language processing [2], speech recognition
[3], and autonomous vehicle [4]. The performance of machine learning models in such
applications much depends on the architecture of the model even if adequate training data
is available for training the networks. Integrating more layers and more parameters can
certainly improve the accuracy of a machine learning model. However, it comes with the
cost of requiring powerful computing systems. Small devices like mobile and embedded
systems can barely provide such computational power. Besides, it takes a lot of time
to complete these tasks. In order to deploy well in practical fields, such cumbersome
architectures become hectic to run. The idea of knowledge distillation (KD) has brought
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prominent results in such situations where a small model is trained to mimic like a large
model. The fundamental idea of knowledge distillation is to transfer the generalization
ability of a complex teacher model to a simpler student model. A recent popular approach
is to transfer the output class probabilities (from 0 to 1) of a big neural network to a
student model. The student model tries to learn from these probabilities, instead of hard
class labels. Thus, the student model can imitate the generalization of the teacher model
on unseen data.

The classification accuracy of Neural networks can be improved with the help of
ensemble learning [5] like bagging. With bagging, we can learn multiple independent
models together and average their predictions to obtain a final prediction with a
lower variance. There exist different ways to improve the performance of ensemble
learning like in [6] where authors have demonstrated the relation in multistrategy
ensemble learning between test error reduction and the generation of diversity in
ensemble membership. However, in this paper, we propose a simple ensemble knowledge
distillation method (called EKD) to improve the performance of a single model, instead
of the ensemble model. Specifically, it first performs knowledge distillation from
ensemble learned models, and then use the knowledge distilled to train a single model.
Note that this approach is also different from traditional knowledge distillation (KD),
since traditional knowledge distillation usually uses a comparatively bigger model(deep
learning model) to distill the knowledge from the bigger model for training a simple
single model. Our experimental comparisons show that knowledge transfer from a cluster
of small models can be as effective as transferring knowledge from a cumbersome model.

Previous work like [7] has achieved a significant improvement in terms of accuracy
using ensemble knowledge distillation. Now, there are some differences between
their work and ours. First of all, their ensemble teacher model consists of multiple
convolutional neural networks (CNN) with different architectures whereas we have used
same CNN architecture for our ensemble teacher model. Secondly, their student model is
a composition of multiple branches where each branch is represented as separate neural
network architecture. On the other hand, our student model is a simple single neural
network architecture. And most importantly, their framework they have connected these
two networks (ensemble teacher network + compact student network) together whereas
our teacher, student model are separate. To elaborate these, we have to focus on their
distillation process where the main difference is lying. To start with, though their teacher
model is trained at first separately, it gets fine-tuned simultaneously and collaboratively
with the student model. And the distillation process is done by the objective function
which is summation of ”teacher model loss + student model loss + distillation loss” as the
whole network is connected. In our model, training phase of teacher and student model
is completely separate where we trained the ensemble teacher model first, calculate the
softmax probabilities and then use these probabilities as constraint while training the
student model. And the loss function for our student model is consists of only student
model loss and distillation loss.

In a nutshell, We will discuss related work in Section 2. We are going to demonstrate
the technical aspects of knowledge distillation and our EKD in Section 3. In Section
4, we will define our experiment setup and all the preprocessing steps. Analysis and
empirical comparisons of our experiments will be discussed in Section 5. The paper ends
with conclusions and future work opportunities in Section 6.
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2. Related Works

The term ”knowledge distillation” or ”teacher-student model” has been first proposed
by [8] which has been further improved by [9]. In [8] a novel method called ”Model
Compression” was first introduced where a complex, large network can be compressed
into a smaller model. This paper has built the foundation of knowledge distillation.
Additional improvement has been done by [10] where the authors have considered
not only the output layers but also the intermediate layers for transferring class
probabilities to the student model using L2 loss. Knowledge distillation has been used in
reinforcement learning also [11]. In [12] authors have represented the distilled transfer
knowledge as FSP Matrix which is generated by two layers. Instead of compressing
model, distillation can also be achieved by training parameters of a student model
identically to their teacher which is defined as Born-again networks in [13]. Adversarial
based learning strategy has been used in [14] to distill the diverse knowledge from a
compressed large trained ensemble networks. In [15] cluster of different architectural
recurrent networks has been used as ensemble distillation learning to improving
accuracy in speech recognition. Ensemble based knowledge distillation can have superior
performance improvement over the traditional knowledge distillation shown in [16]
where it uses data augmentation. What it does is, creates multiple copies of data with
respect to the soft output targets from various teachers model. As mentioned in the
introduction, in [7] ensemble learning has been improvised by using multiple branches
of student model where the branches are trained by a teacher model using it’s ground
truth labels and information. Improvements in task like binary classification has been
done using ensemble learning [17] where bagging technique is applied to an ensemble
of pairs of neural networks. These networks have been used to predict degree of truth
membership, indeterminacy membership, and false membership values in the interval
neutrosophic sets. Ensemble learning can be very handy in improving classification
performance for Deep Belief Network(DBN) too. In [18] a new mechanism called
Pseudo Boost Deep Belief Network(PB-DBN) has been proposed in this regard where
top layers are boosted while lower layers of the base classifiers share weights for
feature extraction. A novel method called Generalized Regression Neural Network
(GEFTS–GRNN) has been proposed in [19] where the authors combined a single GRNN
from multiple base level GRNN to produce the final output. In our paper, we have shown
a much easier way to implement a ensemble knowledge distillation network.

3. Background and Implemented Model

3.1. knowledge distillation (KD)

The architecture of a neural network is organized such way that we can get the
probabilities of the classified classes by imposing ”softmax” activation function on it.
The general equation of such output layer is like this yi = exp(xi/T )/∑ j exp(xi/T ) in
[8]. Where xi is the logit, j is the number of classes, and yi is the class probability.
Here T is denoted as temperature value which is usually 1 [8]. The higher value in
temperature signifies the softer probability distribution of the classes. The main idea of
distillation is to transfer these probabilities as knowledge from the cumbersome model
to the smaller model. It can be achieved by making the soften probabilities of teacher
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model as target for the small model. For understanding, often the cumbersome model is
defined as ”teacher” model and the smaller model is defined as ”student” to express the
idea of student learning knowledge from the teacher.

In [8] the authors used weighted average of two functions to train the student model
to produce correct labels in addition to the teacher’s soft labels. The first objective
function is the cross entropy with the correct labels whereas cross entropy with the soft
labels is considered as second objective function. The distillation process is propagated
by the custom loss function like in Eq. (1),

Lstudent = αLCL +(1−α)LKD

LKD = T 2KL(ys,yt)
(1)

Here LKL is the built in KL DIVERGENCE loss, LCL is the normal cross-entropy
loss, T is the temperature value and ys,yt are the targets softened for the student model.
The hyperparameter α emphasizes between weighted average of the two loss functions.

3.2. Ensemble knowledge distillation (EKD)

To demonstrate our EKD framework, we have combined multiple small models as a
single teacher model. That means, our teacher ensemble model is a composition of
small models rather than one single cumbersome model like in a traditional knowledge
distillation framework. Figure 1 shows our combined network of ensemble knowledge
distillation (EKD). Where yt1 ...ytn symbolizes the ”softmax” predictions of the n
number of ensemble models. In a traditional knowledge framework, the transferring
of generalization ability of a cumbersome model to a small models is done by
imposing the class probabilities of the cumbersome model as ”soft targets” for the small
model during the training phase. In our implemented method, instead of taking class
probabilities of a single cumbersome model, we took the arithmetic mean of the class
probabilities produced by each model of the ensemble model. So, (yt1 ...ytn)/n represents
the probabilities that has been used as ”soft targets” for the small student model in our
implemented model.

4. Experiment Setup

4.1. Architecture of Used Networks

To conduct our experiments, we used four different neural networks which we are
going to denote as LargeCNNnet (6 layer CNN), SmallCIFAR10net (2 layer CNN),
SmallCIFAR100net (3 layer CNN), and SmallMnistNet (2 layer MLP). The application
of these network in our experiments is summarized in Table 1. The motivation behind
the architecture of these models was to show the implementation of the actual ensemble
knowledge distillation method rather than getting the highest accuracy. We constructed
the architecture of these models in such way that it doesn’t take too much computation
power and memory to run but significant enough to show the differences between a
traditional knowledge distillation and ensemble knowledge distillation framework.
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Table 1. Used neural network architectures.

Dataset Teacher Model Student Model
CIFAR10 (KD) LargeCNNnet SmallCIFAR10Net
CIFAR10 (EKD) n*SmallCIFAR10Net SmallCIFAR10Net
CIFAR100 (KD) LargeCNNnet SmallCIFAR100Net
CIFAR100 (EKD) n*SmallCIFAR100Net SmallCIFAR100Net
MNIST(KD) LargeCNNnet SmallMnistNet
MNIST(KD) n*SmallMnistNet SmallMnistNet

Figure 1. Combined Model: Ensemble Distillation Network

4.2. Datasets

To conduct our experiment, we have used three different datasets. The CIFAR10,
CIFAR100 and MNIST. Both CIFAR10 and CIFAR100 datasets are consists of 60,000
images with pixel density of 32×32×3. There are 10 classes in CIFAR10 and 100
classes in CIFAR100 with 6000 and 600 images of each class respectively. Out of 60,000
samples we used 50,000 for our training purposes and 10,000 for testing phase. The
MNIST dataset consists of 60,000 handwritten digit images including 10,000 training
samples.

4.3. Parameters, Hyperparameters and Loss Functions

Both CIFAR10 and CIFAR 100 experiment has been done using 25 epochs and 64 batch.
MNIST experiment has been done using 4 epochs with 64 batch because 4 epochs was
enough to provide accuracy around 80% in our EKD model. For bagging ensemble we
used 5 combine models of SmallCIFAR10net as teacher model for CIFAR10 experiment
and SmallCIFAR100net for CIFAR100 experiment. For distillation purpose, we used
temperature value of 3. We used ”adam” optimizer and ”sparse categorical crossentropy”
loss function for our teacher model.
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5. Result Analysis and Discussion

We have created separate python script for all the experiments. Evaluating our experiments
we see some significant results shown in Table 2. We are going to discuss on the result
one by one.
Table 2. Empirical Comparison between normal knowledge distillation (KD) and
ensemble knowledge distillation (EKD) in terms of accuracy

Model CIFAR10 CIFAR100 MNIST
KD (%) EKD (%) KD (%) EKD (%) KD (%) EKD (%)

Distilled Student Model 72.2 71.76 34.59 42.05 77.57 79.95
Student Model Alone 70.28 70.44 35.85 34.39 76.32 77.83
Improvement 1.92 1.32 −1.26 7.66 1.25 2.12

.
Table 3. Training time Comparison between normal knowledge distillation (KD) and
ensemble knowledge distillation (EKD).

Datasets Teacher Model Student Model
KD (sec) EKD (sec) Improvement(sec) KD (sec) EKD (sec) Improvement (sec)

CIFAR100 6625 3125 3500 850 750 100
CIFAR10 3825 2750 1075 600 650 -50
MNIST 575 87.5 487.5 25 25 0

5.1. CIFAR10 and CIFAR100
In the case of CIFAR10 dataset classification, although KD has shown better improvement
than EKD, we can observe that EKD has obtained 1.32% performance gain on student
model which emphasize the fact that teacher model can be a collection of small model
and still can improve the standalone model accuracy. In the case of the CIFAR100
experiment, significant performance gain has been observed in the ERD mechanism
whereas traditional distillation was not successful using the big model as a teacher
model. But using EKD, performance has been enhanced by 7.66%. Additionally, we
can observe that it took less time in case for EKD to perform the whole process
compared to KD in Table 3. Also, to check the influence of hyperparameter like ”number
of ensemble network”. We conducted three separate experiments with 5, 10 and 20
ensemble networks and for CIPAR10 we got improvement in our student model in this
sequence 1.32%,0.49%, and 2.83%. In our future research we will try to explore more
on this. These results from the Table 2 amplifies the fact that performance improvement
in a classification task can be achieved through distillation by using a combination of
small models like SmallCIFAR10net like the same way in using a cumbersome model
like LargeCNNnet for distillation even better sometimes.

5.2. MNIST
In the case of MNIST dataset, our EKD network outperformed KD by providing 2.12%
performance improvement. So, for both CIFAR100 and MNIST dataset, our model
gained more accuracy than a traditional KD does.

These results from the Table 2 approves the fact that performance improvement in
a classification task which has been achieved by transferring distilled knowledge from a
cluster of small models can be as powerful as transferring from a cumbersome model,
and sometimes even better. In future, we also want to provide more statistical evaluation
with additional experiments of our proposed mechanism to signifies the impact of our
simple ensemble knowledge distillation framework.
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6. Conclusions and Future Work

In this paper, we proposed a simple ensemble knowledge distillation approach called
EKD. Our experimental results showed that EKD can improve the accuracy of a single
learning model through transferring the distilled knowledge from an ensemble models.
It performs better than the traditional knowledge distillation using a cumbersome model
as the teach model, especially on the CIFAR100 and the MNIST dataset. Specifically,
on the CIFAR100 dataset, the experimental result shows that EKD achieved the highest
accuracy (around 42.05%), which is much higher than 34.59% (achieved by KD).

Although EKD performs significantly better than KD on CIFAR 100, it loses to KD
on CIFAR 10. This motivates us to conduct further study to investigate potential reasons.
We will also investigate the performance of hierarchical knowledge distillation, including
traditional knowledge distillation and ensemble distillation.
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