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Abstract. This study aims to describe a model that will apply image processing and 

traditional machine learning techniques specifically Support Vector Machines, 

Naïve-Bayes, and k-Nearest Neighbors to identify whether or not a given breast 

histopathological image has Invasive Ductal Carcinoma (IDC). The dataset 

consisted of 54,811 breast cancer image patches of size 50px x 50px, consisting of 

39,148 IDC negative and 15,663 IDC positive. Feature extraction was accomplished 

using Oriented FAST and Rotated BRIEF (ORB) descriptors. Feature scaling was 

performed using Min-Max Normalization while K-Means Clustering on the ORB 

descriptors was used to generate the visual codebook. Automatic hyperparameter 

tuning using Grid Search Cross Validation was implemented although it can also 

accept user supplied hyperparameter values for SVM, Naïve Bayes, and K-NN 

models should the user want to do experimentation. Aside from computing for 

accuracy, the AUPRC and MCC metrics were used to address the dataset imbalance. 

The results showed that SVM has the best overall performance, obtaining accuracy 

= 0.7490, AUPRC = 0.5536, and MCC = 0.2924. 

Keywords. Invasive ductal carcinoma (IDC), oriented FAST and Rotated BRIEF 

(ORB), Support Vector Machines, Naïve-Bayes, K-Nearest Neighbors. 

1. Introduction 

Breast cancer is one of the most common types of cancer worldwide with over two 

million new cases of breast cancer diagnosed in 2018 [1]. This represents around 12.3% 

of the total new cancer cases that year. In the Philippines, breast cancer had the highest 

number of new cases in 2015, representing 19% of the overall new cancer cases in both 
men and women [2]. The most common subtype of breast cancer is called Invasive 

Ductal Carcinoma (IDC) which makes up 80% of all invasive breast cancer cases [3, 4]. 

At present, there is no definite main cause of breast cancer. Aside from genetics, there 

are still several risk factors that have been known to influence a person’s susceptibility 
to breast cancer [5]. Therefore, the key to improving breast cancer survival is early 

detection and screening [6]. In most cases, IDC can manifest as micro-calcifications or 

thickening of breast tissues [7, 8]. For further confirmation, doctors may recommend a 

Machine Learning and Artificial Intelligence
A.J. Tallón-Ballesteros and C. Chen (Eds.)

© 2020 The authors and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms

of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/FAIA200765

46



 

 

 
 

 

 

breast biopsy, the only diagnostic procedure that can determine and verify the presence 
of cancer [9, 10]. 

Research has shown that the application of artificial intelligence and machine 

learning during diagnosis has helped further improve cancer detection and staging [11, 

12]. Computer-aided diagnosis has helped with automating labor-intensive steps and 
reducing reader bias [13-15]. Several studies have shown that accurate breast cancer 

predictions may depend on the right combination of feature selection and/or ML 

techniques [16, 17]. 

2. Methodology 

A literature review was conducted to determine the performance of traditional machine 

learning as well as deep learning approach for classification of histopathological images 

particularly for invasive ductal carcinoma. The dataset used in this study, the “Breast 

Histopathology Images”, consisted of 162 whole mount slide images of Breast Cancer 
specimens scanned at 40x magnification. From there, 277,524 patches of size 50 x 50 

were extracted (198,738 IDC negative and 78,786 IDC positive). This dataset was 

originally described by Cruz-Roa [18] and is now hosted in Kaggle [19]. Due to hardware 

limitations, for this particular study, only 54,811 images were selected of which 48,848 
was used for training and 10,963 was used for training. This new set maintained the

original 28:72 or approximately 3:7 ratio of positive to negative images. 

 

 

Figure 1. General Workflow 

 

The general workflow is common to all ML applications and is illustrated in Figure 

1.  The images are loaded and then split into two for training and testing. The model is 

built after undergoing a series of pre-processing steps which includes feature extraction 
via ORB, feature scaling via Min-Max normalization, then clustering via K-Means over 

the training set. The model is then evaluated using the test set. 

To train the classifier, hyperparameter values for each of the classifiers (Support 

Vector Machines, Naïve-Bayes, and k-Nearest Neighbors) must be specified. The user 
may experiment by providing these values or they may opt to use automatic 

hyperparameter tuning. This uses GridSearchCV, which runs a 10-fold cross validation 

to determine which hyperparameter values will produce the best performing estimator 

(classifier), ranked by the mean test score. The trained model is then saved using Joblib 
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to be used for image classification of new biopsy images. This process will result in a 
trained model and the average classification accuracy attained by that model.  

The machine learning classifiers are implemented via the scikit-learn libraries: SVC 

for SVM classifier, MultinomialNB for Naïve-Bayes classifier, knn for the k-Nearest 

Neighbor classifier. The performance metrics to be used is also implemented using 
scikit-learn and include the accuracy, precision, recall, average precision, and Matthew’s 

Correlation Coefficient (MCC).  

The ORB features of the training and test sets were extracted on a local machine 

while the remaining steps (codebook generation, training, testing, and performance 
evaluation) were performed in Google Colaboratory.  

2.1. Bag of Visual Words 

The Bag-of-Visual-Words (BoVW) is a technique used in image classification [20]. It 

represents an image as a set of features consisting of corner points, edges, and flat regions. 
Since an image can have multiple features, for each image, features are extracted then a 

visual dictionary or bag of visual words is generated using k-means clustering [21]. This 

visual dictionary, represented by a collection of histograms, will be used in training 

machine learning algorithms in order to classify a new input image [22-24]. In this study, 
we extracted the features of each image in the training set using ORB (Oriented FAST 

and Rotated BRIEF), applied normalization on each feature and then reduced the number 

of features via KMeans clustering. The clusters are then collected into a visual dictionary 

or codebook. The generated codebook is then used to build a histogram of features for 
each of the training images. These histograms will serve as the input for training the 

classifier. 

2.1.1. ORB (Oriented FAST and Rotated BRIEF) for Feature Extraction 

ORB, also known as Oriented FAST Rotated BRIEF, was first presented in 2011 by 
Ethan Rublee et. al. [25] for computer vision tasks such as object recognition, detection, 

and matching. ORB was developed by OpenLabs as an open source alternative to SIFT 

and SURF. ORB uses FAST or Features from Accelerated Segment Test to create a 

sequence of images, all of which are versions of the image at different resolutions [26-
28]. Next, it extracts keypoints or regions in the image which are points of interest. 

BRIEF or Binary Robust Independent Elementary Feature then takes all keypoints found 

by the FAST algorithm then converts each keypoint into a binary feature vector [29]. 

BRIEF uses a randomly-selected distribution of point-pairs relative to a central point to 
create the descriptor [25, 30]. Since BRIEF is sensitive to rotation, ORB used the rBRIEF 

(rotation aware BRIEF) in order to make it invariant to rotation. 

2.1.2. Normalization of Extracted Features 

Normalization is a feature scaling technique used to ensure that each feature contributes 
approximately proportionately to a measure. In this study, we used the min-max 

normalization scaled to unit range to linearly transform the extracted features to values 

ranging from 0 to 1. This will ensure that each data point will be on the same scale 

making each feature equally important while preserving the distribution of the original 
data. [31, 32] 
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2.1.3. Feature Reduction through K-Means Clustering then Codebook Generation 

K-Means clustering is an algorithm used to find groups in data where k represents the 

number of groups or clusters. It is typically used as an unsupervised learning algorithm 

but is also commonly used as a vector quantization step in codebook generation in the 

BoVW Model [24]. Each cluster contains a centroid, a data point at the center of a cluster 
representing a multi-dimensional average of the cluster [32]. Now that the clusters are 

formed, the next step is to quantify and represent an image as a histogram by counting 

the number of times each visual word appears. This histogram is our actual bag of visual 

words. In this study, k = 500 is the number of clusters used. 

2.2. Model Training 

2.2.1. Support Vector Machines 

Support Vector Machine or SVM is a supervised machine learning algorithm that aims 

to determine the optimal separating hyperplane to correctly classify the data in a given 
space [33, 34]. SVM has parameters that may be tuned to increase accuracy, especially 

if given non-linearly separable data points. These parameters include regularization 

parameter, gamma, and the kernel. The regularization parameter, known as the lambda 

(λ) parameter, represents the degree of importance that is given to misclassifications. The 
higher the value of λ, the smaller the max-margin and the lesser incorrect classifications 

are allowed. A lower λ value allows the classifier to find a larger max-margin but with a 

greater tendency to misclassify data points. The gamma (γ) parameter describes the 

degree of influence a single data point has over the decision boundary. For a higher 
gamma value, the closer data points to the hyperplane are considered which can help 

handle more complexity in data, but if it is considerably high, it may have a tendency to 

overfit the data. A lower gamma value considers farther data points but may lead to 

underfitting to the data, making less stable classification. The kernel trick makes use of 
a kernel function φ, another parameter in SVM which transforms the data into a higher 

dimensional feature space so that a linear separation is possible [35]. The different types 

of SVM kernels include: Linear kernel, Sigmoid kernel, and Radial Basis Function 

(RBF) kernel [36]. In this study, we used the RBF kernel with λ = 1, and gamma = 0.01 
and resulting to accuracy = 0.7490, Precision = 0.6991, and Recall = 0.2135. 

2.2.2. Naïve-Bayes Classifier 

The Naïve-Bayes algorithm is commonly used for classification problems and is suitable 

for high dimensional input. Based on Bayes’ Theorem of Probability [37], the goal of 
Naïve -Bayes is to maximize the posterior probability from the training data to formulate 

a decision rule for new data [38]. For variables that have categories not observable in the 

training set, the Naïve-Bayes model may use the alpha (α) value, also known as the 

additive smoothing parameter or the Laplace correction. This hyperparameter is more 
commonly applied in histogram steps of text classification. Certain instances that are not 

encountered in the training set have zero frequency, thus having zero probability. The 

smoothing parameter prevents the model from assigning this null probability by 

converting the instance count into a “pseudo-count”. In this study, we used α = 1.0 
resulting to accuracy = 0.6485, Precision = 0.421, and Recall = 0.6135. 

K.M.M. Lopez and Ma.S.A. Magboo / A Clinical Decision Support Tool 49



 

 

 
 

 

 

2.2.3. K-Nearest Neighbor Classifier 

K-Nearest Neighbor or K-NN is another supervised learning algorithm known for its 

simple implementation and low calculation time. This is commonly used in statistical 

estimations and pattern recognition. This algorithm stores the entire training dataset, 

making use of all the data while classifying a new data point or instance [39]. 
The value of K affects the shape of the decision boundaries and is usually an odd 

numbered integer if the number of classes is even. A small K results in a flexible but less 

stable decision boundary having low bias and high variance with a tendency to overfit 

data. When K is relatively large, the classifier is more resilient to outliers, making 
smoother decision boundaries but can consequently have higher bias. Some methods like 

ten-fold cross-validation can be used to estimate the optimal K value. In this study K = 

3 resulting to Accuracy = 0.7071, Precision = 0.2563, and Recall = 0.0131. 

2.3. Performance Metrics 

Although the accuracy score is reliable, it may not always be relevant to diagnosis, 

especially given an imbalanced dataset. Instead, the following metrics, Area Under the 

Precision-Recall Curve (AUPRC) or Average Precision, and Matthews Correlation 

Coefficient (MCC) were applied as these are the most commonly used metrics when 

dealing with imbalanced data [40, 41].  
To know if the classifier performance is good, the performance of the random 

classifier must be computed first using Eq (1). 

 (1) 

For the dataset used in this study, the baseline performance of the random classifer 

is 0.2839.  

Precision refers to the percentage of results that are relevant and is a good measure 
to determine when the cost of false-positives is high. High precision relates to the low 

false positive rate which is important in diagnostics so as not to subject patients without 

a disease to expensive and even invasive procedures. The best value for precision is 1 

and the worst value is 0. Recall, on the other hand, expresses the ability to find all relevant 
instances in a dataset. This is commonly referred to as the true positive rate or sensitivity. 

A precision-recall curve shows the relationship between precision and recall for 

every possible cut-off. This focuses on the minority class making it an effective measure 

whenever there is class imbalance [42]. The resulting score, AUPRC, also called average 
precision, can be used to compare performance of different classifiers. A classifier’s 

performance is rated good if the average precision is higher than the performance of the 

random classifier. 

The Matthew’s Correlation Coefficient or MCC measures the correlation between 
the predicted and observed binary classification of a sample and can be directly computed 

from the confusion matrix. An MCC score of +1 describes a perfect prediction, a 0 is no 

better than a random prediction, and a -1 score represents a complete disagreement 
between prediction and outcome. 

MCC is generally regarded as a balanced measure which can be used even if there 

is a class imbalance problem. In some studies, MCC is regarded as the most informative 

single score to establish the quality of a binary classifier prediction in a confusion matrix 
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context since its score is high only if the classifier does well on both the negative and the 
positive elements [41]. 

3. Results and Discussion 

Although deep learning using convolutional neural networks and its variants are popular 

techniques for image classifications, there are still a number of recent studies that still 
use traditional machine learning techniques such as support vector machines, Naïve-

Bayes, logistic regression, k-nearest neighbors, and random forest, among others.  

In some studies, the performance of traditional ML specifically SVM, is comparable 

to the performance of deep learning approach but requiring less resources (less number 
of parameters to consider, less number of training samples, less number of iterations to 

reach convergence, effectiveness of application of active learning techniques [43-45]. 

The number of available high-quality annotated images, the pre-processing techniques, 

the feature selection methods, and the classification algorithms employed including the 
selection of the best hyperparameters are factors that can affect the performance of the 

classification model using traditional approaches. The search for the best combination of 

these factors for the given dataset is the challenge ML experts are working on.  

 
 

 

 

Table 1. Hyperparameter Values for Each Machine Learning Classifier 

Model Hyperparameter Value 
SVM (RBF 

kernel) 

regularization (λ) 

gamma (γ) 

1 

0.01 

Naïve-Bayes additive smoothing (α) 1.0 

KNN Neighbors (K) 3 

 

Table 1 shows the hyperparameter values used in each model. The hyperparameter 

values chosen were obtained by performing 10-fold cross validation on 2,500 images, a 

separate set of images from the training and testing dataset. K-means clustering was 
implemented with k = 500. 

As summarized in Table 2, the AUPRCs of both SVM and Naïve Bayes are way 

above the baseline of the performance of the random classifier computed as 0.2839 based 

from the formula in [42] with SVM as higher among the two. K-NN was the worst in all 
aspects, even obtaining a negative value for MCC.  

Table 2. Summary of Model Performances Based on Different Evaluation Metrics 

Model Accuracy AUPRC Precision Recall MCC 
SVM 0.7490 0.5536 0.6991 0.2135 0.2924 

Naïve-Bayes 0.6485 0.5089 0.421 0.6135 0.2538 

KNN 0.7071 0.2827 0.2563 0.0131 -0.0139 

 

SVM’s precision at 69.91% means the SVM model is good at finding relevant results. 
MCC is also good (29.24%) indicating that the SVM model is doing well on both the 

negative and the positive IDC cases. 

Although a simple and traditional method has been presented, it is worth 

experimenting with newer methods such as [46, 47] that have shown to perform better. 
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4. Conclusion 

This paper describes a method for Invasive Ductal Carcinoma (IDC) breast cancer 

classification. This is based on the Bag-of-Visual-Words (BOVW) model as a general 

approach and utilized the Oriented FAST and Rotated BRIEF (ORB) descriptors for 

feature extraction, Min-Max Normalization for feature scaling, and K-Means Clustering 
on the ORB descriptors to generate the visual codebook before feeding it to the SVM, 

Naïve-Bayes and K-Nearest Neighbor machine learning classifiers.  

After evaluating the three machine learning models on various performance metrics, 

it was found that SVM obtained the best results in terms of accuracy (74.90%), AUPRC 
(55.36%), and MCC score (29.24%). 
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