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Abstract. Relation extraction is to extract the semantic relation between entity 
pairs in text, and it is a key point in building Knowledge Graphs and information 
extraction. The rapid development of deep learning in recent years has resulted in 
rich research results in relation extraction tasks. At present, the accuracy of 
relation extraction tasks based on pre-trained language models such as BERT 
exceeds the methods based on Convolutional or Recurrent Neural Networks. This 
review mainly summarizes the research progress of pre-trained language models 
such as BERT in supervised learning and distant supervision relation extraction. In 
addition, the directions for future research and some comparisons and analyses are 
discussed in our whole survey. The survey may help readers understand and catch 
some key techniques about the issue, and identify some future research directions. 
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1. Introduction 

Relation extraction plays an important role in the fields of Knowledge Graph, Machine 
Translation, Text Data Mining, and Information Extraction. Relation extraction has 
attracted widespread attention in international conferences on AI and NLP, and has 
achieved a series of research results. The traditional relation extraction methods are 
divided into rule-based learning, supervised learning, weakly supervised learning, and 
unsupervised learning [1], [2], [3], [4], [5], [6], [7]. In particular, the supervised 
learning requires manual labeling of a large amount of data, which needs to spend a lot 
of manpower and financial resources. Therefore, much work has proposed methods 
based on weak supervision and unsupervised learning to solve the problem of manual 
labeling. 

Over the years, there are many traditional relation extraction methods [1], [8], [9]. 
Subsequently, some problems have also appeared, such as manually labeling a large 
amount of data, manually constructing Part-of-Speech Tagging or Dependency 
Analysis, and low accuracy. Fortunately, with the rapid development of deep learning 
technologies, researchers widely use deep learning methods to solve the relation 
extraction problems. Various methods by using Convolutional Neural Networks (CNN) 
models or Recurrent Neural Network (RNN) models have been proposed successively 
(see [10], [11], [12], [13], [14] in detail). Especially, the accuracy of relation extraction 
after the pre-trained language model BERT proposed by Devlin et al. [15] in 2018 has 
been further improved. Since the pre-trained language models can get more lexical, 
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syntactic and semantic features, the relation extraction methods based on pre-trained 
language models have higher accuracy than the relation extraction methods based on 
CNN or RNN models. In particular, the mainstream pre-trained models based on 
Transformer (including BERT, GPT-2, Transformer-XL, XLNet, ROBERTa, ALBERT, 
etc.) almost occupy the relatively top positions in various of NLP tasks [16], [17], [18]. 

There are some surveys of relation extraction methods [19], [20], [21], [22], [23], 
[24]. Although up to now a huge number of relation extraction methods based on pre-
trained language models (e.g., BERT [15]) have been proposed in the literature, to the 
best of our knowledge, detailed and in-depth reviews on these studies are scarce. In this 
paper, we provide a full up-to-date overview of the current state of the art in the 
existing relation extraction methods based on pre-trained language models. Regarding 
all the existing approaches, we make more detailed and in-depth comparisons and 
discussions, and we classify the existing approaches into supervised learning and 
distant supervision. In addition, the directions for future research and some 
comparisons and analyses are discussed in our whole survey. The survey may help 
readers understand and catch some key techniques about the issue, and identify some 
future research directions. 

2. Development and Classification of Relation Extraction 

In 1998, the last Message Understanding Conference (MUC) funded by the Defense 
Advanced Research Project Agency (DARPA) introduced the entity relation extraction 
task for the first time. Template Relation in MUC is the earliest description of entity 
relations [25], [26]. 

In 1999, the National Institute of Standards and Technology (NIST) organized an 
Automatic Content Extraction (ACE) evaluation, and one of the important evaluation 
tasks was entity relation extraction. The ACE entity relation corpus specifies 7 
categories of entities, including people, organizations, facilities, premises, geopolitical 
entities, vehicles, and weapons, each of which is divided into multiple subcategories 
[23]. Since 2009, ACE has been included in Text Analysis Conference (TAC) and has 
become a major component of Knowledge Base Population (KBP) [27]. 

The entity relation extraction involved in MUC and ACE evaluation meetings is 
limited to a few types of entity relations between named entities (including person 
names, place names, organizational names, etc.), such as employment relations, 
geographical relations, person-society organizational relations, etc. SemEval (Semantic 
Evaluation) is another important evaluation conference in the field of information 
extraction after MUC and ACE [23]. This conference attracted a large number of 
institutions and research institutions to participate in the evaluation. SemEval-2007 
evaluation task 4 [28] defines the entity relation between 7 common nouns or noun 
phrases, but the English corpus it provides is small. Subsequently, SemEval-2010 
evaluation task 8 [29] enriched and perfected it, and expanded the entity relation types 
to 9 types, namely: Cause-Effect, Instrument-Agency, Product-Producer, Content-
Container, Entity-Origin, Entity-Destination, Component-Whole, Member-Collection, 
Message-Topic. Considering the order of the entity pairs in the sentence instance, the 
“Other” class is introduced to describe instances that do not belong to the 
aforementioned relation types, and a total of 19 entity relations are generated [23]. 

Relation extraction methods are mainly divided into traditional methods based on 
machine learning and deep learning methods based on neural networks. The traditional 
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methods based on machine learning are mainly divided into rule matching, supervised 
learning, weak supervised learning and unsupervised learning. Deep learning methods 
based on neural networks are mainly divided into supervised learning and distant 
supervision. Among them, supervised learning mainly adopts pipeline method and joint 
learning method. Figure 1 describes the classifications and methods of relation 
extraction. 

 
Figure 1. The classifications and methods of relation extraction. 

3. Relation Extraction Datasets and Evaluation Criteria 

In recent years, the standard datasets used for the evaluation of relation extraction are 
mainly (also see [24]): SemEval-2010 Task 8 [29], ACE2004 [30], ACE2005 [31], 
TACRED [32], CoNLL04 [33], FewRel [34], NYT [35], ADE Corpus [36], WebNLG 
[37], SciERC [38], and DocRED [39]. The relation extraction in the supervised 
learning mainly uses MUC [26], ACE2004 [30], ACE2005 [31], SemEval-2010 Task 8 
[29], TACRED [32], and FewRel [34]. The relation extraction in the distant 
supervision mainly uses NYT [35] and DocRED [39]. 

In the supervised methods setting, relation extraction is expressed as a 
classification task and hence, metrics like Precision, Recall and F-Measure are used for 
performance evaluation [24]. In detail, Precision and Recall are evaluated based on TP 
(True Positive), TN (True Negative), FP (False Positive) and FN (False Negative). 
Suppose that TP is the number of correctly predicted relation instances, TP + FP is the 
total number of predicted relation instances, and TP + FN is the total number of 
relation instances, then these metrics are defined as follows: 
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4. Relation Extraction by Supervised Learning based on Pre-trained Language  

Models 

Pre-trained language models such as BERT in supervised learning relation extraction 
methods have deeper depths and can capture longer distance information than previous 
CNN-based or RNN-based supervised learning relation extraction methods. 
Researchers have further improved the accuracy of relation extraction by changing 
BERT's coding method, input-output structure, combining other models, and using 
knowledge base or knowledge base information. Table 1 summarizes and compares 
several supervised learning relation extraction methods based on BERT or pre-trained 
language models. 

Table 1. Comparison of different supervised learning relation extraction models. 

Wu et al. [40] proposed an R-BERT model for relation extraction tasks in 2019. In 
order to strengthen the BERT model to obtain the relation information between the 
entity e1 and the entity e2, they add the head entities and tail entities with symbols "$" 
and "#", respectively. There is a sentence s and two entities e1 and e2, and they suppose 
H is BERT's output and the final hidden state. After BERT, they get the vectors Hi to 
Hj and Hk to Hm, which are the final hidden vectors for the two entities e1 and e2. In 
order to obtain the vector representations for the entity e1 and the entity e2, they use the 
average operation. They add an activation operation and a fully connected layer to Hi to 
Hj and Hk to Hm, and get the output H' 

1 and H' 

2 for e1 and e2. They concatenate H' 

0 (an 
activation operation and a fully connected layer to the first token ‘[CLS]’), H' 

1, H
' 

2 and 
then add a fully connected layer and a Softmax layer.  

Further, the model is evaluated based on the performance metrics F1. In the 
following we show the calculation process of F1 score through examples (e.g., the 

Model Technology Use External 

Knowledge Base 

Dataset F1 Score 

R-BERT [40] BERT No SemEval-2010 Task 8 89.25 

BERTEM + 

MTB [41] 

Matching the Blanks + 

BERT 

Using Matching the 

Blanks 

SemEval-2010 Task 8 89.5 

TACRED 71.5 

KBP37 69.3 

EPGNN [42] BERT+GCN No SemEval-2010 Task 8 90.2 

ACE2005 77.1 

Know-Bert-

W+W [43] 

BERT+KAR Wikipedia and 

WordNet 

TACRED 71.5 

SemEval-2010 Task 8 89.1 

Entity-Aware 

BERT [44] 

BERT + Entity-Aware + 

Self-Attention 

No SemEval-2018 Task 7 83.9 

SemEval-2010 Task 8 89.0 

TRE [45] Pre-trained Transformer 

+ Byte Pair Encoding 

No TACRED 67.4 

SemEval-2010 Task 8 87.1 

ERNIE [46] BERT+KG Embedding 

+ TransE [47] 

Knowledge Graph TACRED 67.97 

FewRel 88.32 

BERT-LSTM-

base [48] 

BERT + BiLSTM + 

WordPiece tokenizer [49] 

No TACRED 67.8 

SpERT [50] BERT + Span 

Classification+ Span 

filtering 

No ADE 78.84 

No CoNLL04 71.47 

SciBERT [51] as a 

sentence encoder 

SciERC 50.84 

DYGIE++ 

[52] 

BERT + Span 

Enumeration + Span 

Graph Propagation 

No ACE2005 63.4 

SciERC 48.4 

WLPC [53] 65.9 
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relation Component-Whole(e2, e1)) from the training file in the SemEval-2010 Task 8 
dataset. In detail, given a snapshot of few rows of the dataset: 

 
 
 
 
 
 
 
If the model predicts the relation in the first sentence sentence1 is Component-

Whole(e2, e1), the second sentence sentence2 is Other and the third sentence sentence3 
is None (i.e., the model doesn’t predict the relation in the third sentence sentence3). In 
this case, we know the predicted relation in the first sentence sentence1 is right, the 
second and third sentences are wrong. As we know, TP is a number, which means the 
relation in the sentence is Component-Whole(e2, e1) and the predicted relation in the 
sentence is also Component-Whole(e2, e1); FP is a number, which means the relation in 
the sentence isn’t Component-Whole(e2, e1) but the predicted relation in the sentence is 
Component-Whole(e2, e1); FN is a number, which means the relation in the sentence is 
Component-Whole(e2, e1) but the predicted relation in the sentence isn’t Component-
Whole(e2, e1). Then we can get TP is 1 easily. Because all the relations in three 
sentences are Component-Whole(e2, e1), we can get FP is 0. Because the predicted 
relations in the sentence sentence2 and sentence3 are wrong, we can get FN is 2. 
Eventually, we can calculate Precision = 1/1 = 100%, Recall = 1/3 = 33.3% and F1 
score = 50%. Finally, the R-BERT model [40] achieved F1 score at 89.25 on SemEval-
2010 Task 8. Figure 2 shows the architecture of the R-BERT model. 

 
Figure 2. The architecture of the R-BERT model. 

Soares et al. [41] proposed a BERTEM + MTB model for relation extraction tasks 
in 2019. They first proposed the task of MTB (Matching the Blanks), assuming that if 
two sentences contain the same entity pair, their relation representation should be as 
similar as possible, otherwise the similarity should be as low as possible. That is, r and 
r’ representing similar relations, and their inner products fθ(r)·fθ(r’) should be high. If 

sentence1: The system as described above has its greatest application in an arrayed 

<e1>configuration</e1> of antenna <e2>elements</e2>. 

sentence2: The girl showed a photo of apple <e1>tree</e1> <e2>blossom</e2> on a fruit tree 

in the Central Valley. 

sentence3: The <e1>provinces</e1> are divided into <e2>counties</e2> (Shahrestan), and 

subdivided into districts (Bakhsh) and sub-districts (Dehestan).
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input two sentences into the model and get the relation representation, according to the 
above assumption, the model only needs the information of the entities in the sentence 
(comparing whether the entity pairs are the same) to minimize the error. Therefore, 
they replace the entities in the sentence with the special mark "[BLANK]" according to 
a certain probability (α = 0.7), so that the BERTEM + MTB model models the context 
information in the sentence except the entity. The loss of the pre-trained model is the 
loss in the Bert Masked Language Model and the loss of the similarity of the relation. 
The Matching the Blanks pre-trained dataset was built from Wikipedia. The model is 
initialized with the parameters of Bert-Large, pre-trained on Matching the Blanks, and 
fine-tuned on the specific relation extraction task. Matching the Blanks task can 
complete the relation extraction task without a training set, and it performs well on 
small datasets. 

After presenting the MTB, the author discussed different input and output methods 
of BERT. The input method is how to specify the position of two entities in the input. 
There are three types, which are STANDARD: standard input, without specifying the 
position of the entity; POSITIONAL EMB: position embedding, set the segment type 
of entity1 and entity2 tokens to 1 and 2; ENTITY MARKER: Entity mark, use the 
special mark entity position on both sides of entity1 and entity2. The output method is 
how to get the relational representation from the output of the last layer of BERT. 
There are three types, which are [CLS]: [CLS] token is used as the relational 
representation; MENTION POOL: use max pooling on the token representations of the 
two entities, and then concatenate to obtain the relation representation; ENTITY 
START: use a special token at the start position of two entities, spliced together as a 
relation representation. The paper tested the performance of different structures on 
SemEval-2010 Task8, KBP37, TACRED, and FewRel. They found that the ENEITY 
MARKER input method and ENTITY START output method performed best on all 
datasets. They achieved F1 score at 89.5 on SemEval-2010 Task 8 and F1 score at 71.5 
on TACRED and F1 score at 69.3 on KBP37.  

Zhao et al. [42] proposed an EPGNN model for relation extraction tasks in 2019. 
They noticed that the relation between entity pairs in a sentence can be indicated by 
other sentences containing the same entity pair, so the dependency relation between 
entity pairs in relation extraction also needs to be modeled. Therefore, they proposed 
the concept of entity pairs graph and used Graph Convolutional Network (GCN) to 
combine the semantic features and graph topological features. The BERT model was 
used to encode the context information. 

In the model construction, they used the method of Wu et al. [40]. In order to 
make the BERT model capture the relation information between the two entities, the 
head entity and the tail entity were added with the symbols "$" and "#". Then, the 
sentence is encoded and input into the BERT model. The "[CLS]" at the beginning of 
the sentence and the hidden layer vector corresponding to the two entities are averaged 
and fully connected as the semantic feature of the sentence. After the average is 
connected, it is input to the multi-layer graph convolution network to obtain the graph 
topology. Finally, the semantic features of the sentences are connected to the graph 
topology features and input to the Softmax layer to obtain the relation extraction results. 
Figure 3 shows the architecture of EPGNN model. They achieved F1 score at 90.2 on 
SemEval-2010 Task 8 and F1 score at 77.1 on ACE2005. 

Peters et al. [43] proposed the Know-Bert-W + W model for relation extraction 
tasks in 2019. For incorporate the structured information in the Knowledge Base into a 
large-scale pre-trained model, they proposed a Knowledge Attention and 
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Recontextualization (KAR) component. Know-Bert model integrates knowledge bases 
(KB) into BERT through KAR. The author proposes three KnowBert models: 
KnowBert-Wiki, KnowBert-WordNet, and KnowBert-W + W (including Wikipedia 
and WordNet). Among them, KnowBert-W + W adds the Wikipedia knowledge base to 
the 10 and 11 layers of BERT (Base), and WordNet to the 11 and 12 layers of BERT 
(Base). They achieved F1 score at 71.5 on TACRED and F1 score at 89.1 on SemEval-
2010 Task 8. 

 
Figure 3. The architecture of EPGNN model. 

Wang et al. [44] proposed the Entity-Aware BERT model for relation extraction 
tasks in 2019. They found that the existing Multiple Entity-Relations (MER) extraction 
uses a variant of Single Relation Extraction (SRE), which requires Multiple-Pass 
encoding when inputting the paragraph, resulting in costly calculations. It is expensive 
and difficult to handle long sentences. They proposed a One-Pass encoding method to 
solve this problem. 

This method is based on BERT with a structured prediction layer to enable BERT 
to predict multiple relations using a single encoding, and has an entity-aware self-
attention mechanism that can inject relation information with entities in hidden state. 
The key is to use the relative distance between words and entities to encode the 
location information of each entity. This information is propagated in different layers 
through attention computation. They achieved F1 score at 83.9 on SemEval-2018 Task 
7 and F1 score at 89.0 on SemEval-2010 Task 8.  

Alt et al. [45] proposed a TRE model for relation extraction tasks in 2019. 
Because the traditional method of relation extractions based on semantic and syntactic 
features requires a large amount of labeled data, which limits the generalization ability 
of the model, the author proposes a TRE (Transformer for Relation Extraction) model, 
which uses a pre-trained deep language model to capture the relation between entities. 
Through the unsupervised pre-training process, the model can learn implicit semantic 
features of sentences. They achieved F1 score at 67.4 on TACRED and F1 score at 
87.1 on the SemEval-2010 Task 8. 
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Zhang et al. [46] proposed the ERNIE model for relation extraction tasks in 2019. 
They found that the previous researchers rarely thought of combining information in 
the Knowledge Graph (KG) when solving the relation extraction task. Therefore, they 
used large-scale corpora and knowledge maps to train Enhanced Language 
Representation with Informative Entities (ERNIE) models. 

In order to solve the problem of structured knowledge coding and hybrid 
information fusion, they adopted two methods when constructing the ERNIE model. 
The first is to identify named entities in the text and match the corresponding named 
entities in the Knowledge Graph. They don't use the KG's graph-based information 
directly. They use algorithms like TransE [47] to encode the graph structure of KGs 
and make the informative entity embeddings as ERNIE's input. They use the MLM 
(Masked Language Model) and the Next Sentence Prediction as the pre-trained 
objectives like BERT. In addition, a method of randomly masking named entities in the 
input text and selecting appropriate named entities from the Knowledge Graph through 
ERNIE and using both context and Knowledge Graph information are also designed. 

Shi et al. [48] proposed a BERT-LSTM-base model for relation extraction tasks in 
2019. They found that most existing relation extraction methods rely on lexical and 
syntactic features, such as Part-of-Speech Tags, Syntactic Trees, Dependency Trees, 
and Global Decoding Constraints. Although these features improve the accuracy of 
relation extraction, these features are not suitable for every language, can’t improve the 
robustness of the model, and even reduce the accuracy. Therefore, the author proposes 
a method that does not use external features and only uses a simple BERT model for 
relation extraction. 

The input sentence is first converted into a "[CLS] sentence [SEP] subject [SEP] 
object [SEP]" form. To prevent overfitting, replace the subject and object with other 
symbols such as "[CLS] [S-PER] was born in [O-LOC] [SEP] Obama [SEP] Honolulu 
[SEP]". The input is then tokenized by the WordPiece tokenizer [49] and fed into the 
BERT encoder. The position vector is merged with the context vector to input a one-
layer BiLSTM. The final hidden states in each direction of the BiLSTM are used for 
prediction with a one-hidden-layer Multilayer Perceptron (MLP). They achieved F1 
score at 67.8 on the TACRED. 

Eberts et al. [50] proposed a SpERT model for relation extraction tasks in 2019. 
They proposed a span-based joint learning model with BERT as the core, which can 
simultaneously extract entities and relations in sentences. Unlike traditional BIO or 
BILOU labels, the span-based model can identify overlapping entities. The author 
found that there are three aspects that help the model improve performance. The first is 
the negative samples in the same sentence, the second is the localized context 
representation, and the third is the fine-tuning of the pre-trained model. In addition, the 
model proposed by the author is also lightweight. 

Wadden et al. [52] proposed the DYGIE ++ model for named entity recognition 
tasks, relation extraction tasks, event extraction tasks, and coreference resolution tasks. 
The model consists of 4 parts and the structure is shown in the Figure 4. The first part 
is Token Encoding. DYGIE++ uses BERT for token representations using a “sliding 
window” approach, feeding each sentence to BERT together with a size-L 
neighborhood of surrounding sentences. The second part is Span Enumeration. Spans 
of text are enumerated and constructed by concatenating the tokens representing their 
left and right endpoints, together with a learned span width embedding. The third part 
is Span Graph Propagation. A graph structure is generated dynamically based on the 
model’s current best guess at the relations present among the spans in the document. 
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The fourth part is multi-task classification. The re-contextualized representations are 
input to scoring functions which make predictions for each of the end tasks. They use a 
two-layer feedforward neural net (FFNN) as the scoring function. Their F1 score on the 
relation extraction subtasks in ACE05, SciERC, and WLPC reached 63.4, 48.4, and 
65.9, respectively. 

 
Figure 4. The architecture of DYGIE ++ model. 

5. Relation extraction by distant supervision based on pre-trained language models 

Distant supervision is a common method in relation extraction. This method was 
proposed by Mintz et al. [54] on ACL2009, and its main assumption is: if there is a 
relation between two entities, all sentences containing these two entities may show this 
relation. Riedel et al. [35] argue that this assumption is too strong, and propose at-least-
once assumption: If there is a relation between two entities, at least one of all sentences 
containing the two entities expresses the relation. Based on this, Riedel et al. [35] 
modeled distant supervision as a multi-instance learning problem, and aggregated all 
sentences containing the same entity pair into a bag, and classified these bags. 
Hoffmann et al. [55] and Surdeanu et al. [56] observed that there may be more than one 
relation on an entity pair, so a multi-label learning method was added based on multi-
instance learning. The method of distant supervision relation extraction requires 
aligning an unlabeled corpus to a known knowledge base. The most commonly used 
dataset is the NYT formed by Riedel et al. [57] aligning the New York Times with 
Freebase. Table 2 summarizes and compares several distant supervision relation 
extraction methods based on BERT or other pre-trained language models. 

Table 2. Comparing different distant supervision relation extraction models. 

Model Technology Dataset F1 Score 

HBT [58] BERT + HBT NYT 87.5

WebNLG 88.8
BERT-Two-
Step [59] 

BERT +BiLinear DocRED 53.92 

REDN [60] BERT + relation 
computing layer + 
Sigmoid classifier 

SemEval-2010 Task 8 91.0 

NYT 89.8 

WebNLG 96.3 

Wei et al. [58] proposed an HBT model for relation extraction tasks in 2019. They 
found that most of the previous work did not solve the overlapping triple problem. This 
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problem brings challenges to traditional sequence labeling methods, and it also brings 
difficulties to relation extraction methods, because previous works considered that an 
entity has at most one relation to each other. Zeng et al. [61] and Fu et al. [62] both 
noticed this problem and proposed some improvements. However, there are still 
shortcomings. They all treat all relations as independent labels and assign them to 
entity pairs, which makes the relation extraction task complicated. The author proposes 
a brand-new method for this problem, that is, to find the most likely object and relation 
based on the identified subject. They implemented this method in an End-to-End 
Hierarchical Binary Tagging (HBT) framework. The architecture of the model is shown 
in Figure 5.  

 
Figure 5. The architecture of HBT model. 

Wang et al. [59] proposed a BERT-Two-Step model in 2019, and made progress 
in document-level relation extraction. They found that most of previous work focused 
on sentence-level data and did not focus on document-level data. A new document-
level dataset DocRED based on distant supervision was released in 2019 [63], filling 
this gap. They found that using two steps can improve the accuracy of the model. The 
first step is to predict whether there is a relation between a pair of entities, and the 
second step is to predict the relation based on a given entity pair. 

Li et al. [60] pointed out that the original standard tasks of pre-trained language 
model do not include the relation extraction and thus proposed a new downstream 
architecture of PLMs (Pre-trained Language Models) to deal with supervised relation 
extraction problems. Their works attempt to leverage the power of the pre-trained 
language models and promote the accuracy of relation extraction tasks. To achieve this 
goal, they implemented three improvements. First, they use BERT as encoder to extract 
head and tail entities embeddings from two layers. Second, in a sequence's each token, 
they calculate a parameterized asymmetric kernel inner-product matrix via all the head 
and tail embeddings. Third, they give up using Softmax classifier and choose Sigmoid 
classifier. Besides, for each entity pair they use the average probability of token pairs. 
It is regarded as the final probability for the entity pair which has a certain relation. 
Their method reached F1 score at 91.0 on SemEval-2010 Task 8 and F1 score at 89.8 
on NYT and F1 score at 96.3 on WebNLG. 
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6. Results and Discussions 

This section makes some results and discussions about the different models as 
mentioned in the previous Sections 4 and 5. Through comparison as shown in Table 3, 
it is concluded that each model uses different bright-spot techniques to obtain 
performance improvement, so that the reader can compare the advantages of each 
model. 

Table 3. Comparisons of different relation extraction models. 

Model The main bright spots 

R-BERT [40] The model marks entities with $ and # to enhance BERT's ability to capture entities. 

BERTEM+MTB 
[41] 

Matching the Blanks improves the accuracy of relation extraction. Using ENEITY 
MARKER input and ENTITY START output further improves the performance of 
BERT. 

EPGNN [42] The model marks entities with $ and # to enhance BERT's ability to capture entities. 
The model uses GCN to extract the topological structure of the entity pair graph, 
which is combined with the semantic information of the sentence to further improve 
the accuracy of relation extraction.

Know-Bert-
W+W [43] 

The Know-Bert model integrates knowledge bases (KB) into BERT through KAR, so 
that the model can combine information from external knowledge bases, thereby 
improving the accuracy of relation extraction.

Entity-Aware 
BERT [44] 

The model uses One-Pass encoding to solve the problem of Multiple Entity-Relations 
(MER) extraction. Entity-Aware and Self-Attention mechanisms can inject relation 
information for multiple entities in each hidden state, thereby improving the accuracy 
of MER extraction.

TRE [45] The model uses multiple layers of Transformer to encode the input sequence. In terms 
of input expression, the input sentence is encoded using Byte Pair Encoding (BPE), 
which improves the model's ability to learn hidden semantic features.

ERNIE [46] The model incorporates Knowledge Graph (KG) information during the training 
process of the multi-layer Transformer model, so that it can learn structured 
knowledge from KG, thereby improving the accuracy of relation extraction. 

BERT-LSTM-
base [48] 

BERT combined with BiLSTM improves the robustness of the model. 

SpERT [50] Based on the Span-Based joint learning model with BERT as the core, overlapping 
entities can be extracted. After the sentences are encoded by the BERT layer, the 
overlapping entities are identified by the Span Classification layer and the Span 
Filtering layer, and the relation between the entities is obtained by the Relation 
Classification layer.

DYGIE ++ [52] The model solves a variety of tasks by encoding sentences with BERT, spanning 
enumeration and span graph propagation.

HBT [58] In order to solve the overlapping triple problem, the model uses a Hierarchical Binary 
Tagging (HBT) framework to extract the subjects and objects in the overlapping 
triples and the relation between them.

BERT-Two-
Step [59] 

To solve the problem of document-level data extraction, the model uses two steps to 
improve the accuracy of the model. The first step is to predict whether there is a 
relation between a pair of entities, and the second step is to predict relation based on a 
given entity pair. 

REDN [60] The method implemented three improvements to establish an effective downstream 
model that is competent for the relation extraction tasks. The first is using BERT as 
encoder. The second is using a parameterized asymmetric kernel inner product matrix. 
The third is using Sigmoid classifier instead of the Softmax classifier.

7. Conclusions and Future Research Directions 

In this paper we provided a review of relation extraction based on pre-trained language 
models. The survey in this paper may help readers know and catch some key 
techniques about this issue and may identify some future research directions. After the 
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release of pre-trained language models such as BERT, they have shown great potential 
in relation extraction, which has greatly improved the accuracy in a short time. 
However, the researches on relation extraction are still in a developing stage. The 
following issues may be important in order for relation extraction technologies to be 
more widely adoptable in many application domains: 

 Document-level relation extraction: Most of the current relation extraction 
tasks focus on extracting relations between entity pairs in a sentence, but 
rarely focus on document-level data. The combination of coreference 
resolution and relation extraction is a solution to this problem. Peng et al. [64] 
proposed a general relation extraction framework based on Graph LSTM in 
2017, which can be easily extended to cross-sentence N-gram relation 
extraction. Hence the relation extraction based on graph structure is the 
solution to this problem. 

 Mislabeling of distant supervision: Mislabeling of distant supervision is the 
most important factor affecting the accuracy of relation extraction [24]. At 
present, this problem is mainly solved by three methods: The first is an 
instance selection method. By using the Attention mechanism to assign 
different weights to sentences of different confidence levels or using multi-
instance learning to label test bags, the weight of mislabeled instances noise is 
reduced. The second method used by Fan et al. [65] and Luo et al. [66] restore 
the true labels by modeling the process of noise generation. The third is that 
Qin et al. [67] introduced deep reinforcement learning into distant supervision, 
and put example sentences with no target relation into the negative set. The 
mislabeling of distant supervision is an important problem. 

 Relation extraction uses knowledge base and Knowledge Graph information: 
It is one of the difficult points to effectively use the knowledge base and 
Knowledge Graph information to make a large amount of structured 
knowledge to help the relation extraction. Peters et al. [43] used the KAR 
layer to incorporate the knowledge base information, and Zhang et al. [46] 
used the TransE [47] algorithm to match the entities in the Knowledge Graph 
with the entities in the training corpus when the pre-trained model was trained. 
And their model obtained structured information by using the method above. 

 Interpretability of BERT model: Jawahar et al. [68] and Bouaoui et al. [69] 
respectively explored BERT's deep-level representation learning and 
induction of relation knowledge from BERT in 2019. This is a very necessary 
thing. First, it can help us understand the limitations of BERT more clearly, so 
as to improve BERT or figure out its application scope. Second, it helps to 
explore the interpretability of BERT. Future research can start from this 
aspect and further explore the interpretability of deep neural networks. 

 Identify the relation of overlapping entities: The relation of overlapping 
entities recognition has always been an obstacle to further improving the 
accuracy of relation extraction. Zheng et al. [70], Katiyar et al. [71], Zeng et al. 
[61], and Fu et al. [62] have all done some research on this problem, but none 
have achieved particularly good results. The method in [58] may well solve 
this problem, but there is still room for further research on cross-sentence and 
document-level relation extraction. 
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