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Abstract. Human-computer interaction, especially in form of dialogue systems and 
chatbots, has become extremely popular during the last decade. The dominant 
approach in the recent development of practical virtual assistants is the application 
of deep learning techniques. However, in case of less resourced language (or 
domain), the application of deep learning could be very complicated due to the lack 
of necessary training data. In this paper, we discuss possibility to apply hybrid 
approach to dialogue modelling by combining data-driven approach with the 
knowledge-based approach. Our hypothesis is that by combining different agents 
(general domain chatbot, frequently asked questions module and goal oriented 
virtual assistant) into single virtual assistant we can facilitate adequacy and fluency 
of the conversation. We investigate suitability of different widely used techniques 
in less resourced settings. We demonstrate feasibility of our approach for 
morphologically rich less resourced language Latvian through initial virtual 
assistant prototype for the student service of the University of Latvia.  
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1. Introduction 

Human-computer interaction, especially in form of dialogue systems and chatbots, has 
become extremely popular during the last decade. Success of IBM Watson, Apple Siri, 
Amazon Alexa and some other virtual assistants as well as new research perspectives 
opened by deep learning technologies have been the main drivers in human-computer 
interaction, question answering and even human centric AI.  

The dominant approach in the recent development of practical virtual assistants is 
the application of deep learning techniques to learn directly from text samples and other 
relevant data (e.g. [1], [2], [3]). In many cases, though, the interaction problem is reduced 
to a text classification task, and rather basic bag-of-words classifiers, therefore, provide 
a strong baseline.  

Because of its complexity, most of the current research focuses on end-to-end 
machine learning and on resource-rich languages like English, paying little attention to 
the less-resource languages and more intelligent approaches. The lack of training data of 
sufficient size, and the morphological richness and flexible word order for many 
languages, including Latvian, are among the main reasons why models for widely used 
languages are not directly applicable to the less-resourced inflected languages.  
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To overcome this bottleneck, we propose a hybrid approach to the development of 
virtual assistant by combining the data-driven approach with the knowledge-based 
approach. The main reason for combined approach is the lack of training data to build 
reasonable quality end-to-end dialogue system. Our hypothesis is that by combining 
different agents into single virtual assistant, we can facilitate adequacy and fluency of 
the conversation.  

In this paper, we discus architecture of virtual assistant for the university student 
service, its main components and performance. We demonstrate that the chosen approach 
could be successfully applied to the development of domain specific virtual assistants 
for less resourced languages. 

2. Related Work for Latvian 

For Latvian, several experiments have been conducted and different virtual assistants 
(VAs) or their prototypes are implemented. Among the first are a multimodal assistant 
that teaches multiplication for Latvian children, and an assistant that teaches basic 
Lithuanian phrases for Latvians, both developed by the company Tilde [4]. Tilde has also 
recently developed customer service assistant for the State Register of Enterprises Una2 
and several virtual assistants for the public sector, e.g., Justs for the Land Registry3, Toms 
for the State Revenue Service4 and others. The most recent virtual assistant can answer 
common questions about COVID-195. These virtual assistants use dialogue state tracking 
mechanism implemented through dialogue graph and state of the art intent detection 
system [5].  

The Artificial Intelligence Laboratory of the Institute of Mathematics and Computer 
Science, University of Latvia, has developed a prototype assistant for partial automation 
of the customer service operations for telecommunication domain [6]. The agent consists 
of an intent detection system for identifying the types of customer requests that it can 
handle, a slot filling information extraction system that integrates with the customer 
service database for a rule-based treatment of the common scenarios, and a template-
based language generation system that builds response candidates that can be then 
approved or amended by customer service operators. 

3. Virtual Assistant for the University Student Service 

While traditional goal-oriented dialogue systems usually use single task-oriented agent, 
we propose to combine several agents into virtual assistant (Figure 1). The proposed 
model includes: 

� General domain chatbot – the chatbot responds to greetings, introduces with 
domain, and keeps conversation when user utterance is out of domain; 

� Frequently asked question (FAQ) module – with the help of machine learning 
techniques the model is trained to answer the most common questions of 
students regarding the University of Latvia; 

 
2 https://www.ur.gov.lv/en/.  
3 https://www.zemesgramata.lv/.   
4 https://www.vid.gov.lv/en.   
5 https://covidbots.lv/.   
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� Goal-oriented virtual assistant – supports short dialogues, includes common 
constituents of virtual assistant – an intent detection, a slot filling and a dialogue 
state tracker. 

 

 
Figure 1. General overview of proposed model 

The dialogue manager selects the most appropriate constituent according to the 
confidence score returned by the constituents. If the confidence score is below the 
threshold for all above-mentioned constituents, the fallback mechanism (request to 
reformulate question) is performed. 

The virtual assistant is trained through DeepPavlov framework [7] that supports a 
wide range of possible model configurations and has been successfully applied in 
different dialogue modelling and natural language understanding (NLU) challenges. 

The main reason for such combined approach is the lack of the domain data to train 
end-to-end dialogue system that can fully support questions related to the work of student 
service of the University of Latvia. In addition, our hypothesis is that combining several 
models that support a particular task makes communication with the virtual assistant 
more fluent and, thus, user friendly. Finally, such approach also allows to combine 
different NLP and NLU processing strategies which is very import in low resourced 
conditions. Similar approach, i.e., the blending of different skills for building an open-
domain conversational bot in resource rich settings has been recently discussed by 
Facebook [8]. 

3.1. Chatbot Module 

The chatbot constituent supports out of domain conversations. The pattern-matching 
approach is used to decide on most appropriate dialogue action (e.g., greeting, chit-chat, 
general information, etc.). This constituent also provides fallback mechanism for 
situations when none of task-oriented constituents have high enough confidence score to 
continue dialogue (in our case, less than 0.2). 
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3.2. Frequently Asked Questions 

The frequently asked questions (FAQ) module is the main constituent in many virtual 
assistants. Traditionally, FAQ model calculates similarity between user’s utterance and 
training samples.  

Our FAQ module is trained to answer questions regarding studies at the University 
of Latvia (UL). For FAQ module, training questions (14 in total) from the UL website6 
have been paraphrased to have at least five samples for each question (as it has been 
suggested for low resourced conditions in [5]). Several possible approaches have been 
examined. Two different vectorizers (tf_idf and fasttext [9]) together with different 
classifiers (cosine similarity and logistic regression) have been investigated.  

Evaluation results for FAQ module are summarized in Table 1. All investigated 
approaches have demonstrated high accuracy. However, in our case, simpler methods 
demonstrate slightly better results. This could be explained by the low resource settings 
of our experiment.   

Table 1. Evaluation results of FAQ classifiers 

Vectorizer Classifier Accuracy 

tf_idf cosine similarity 0.99 

tf_idf logistic regression 0.99 

Fasttext ([10], 300 dimensions) cosine similarity 0.98 

Fasttext (Latvian, 100 dimensions) cosine similarity 0.97 

3.3. Goal Oriented Bot 

The goal oriented bot is designed to support conversation about three narrow domains: 
working hours of different units of the University of Latvia, academic leave and 
university entry requirements. The goal oriented virtual assistant is based on Hybrid 
Code Networks [11] that combine recurrent neural networks (RNN), domain knowledge 
and templates for actions. It includes an intent detection, a slot filling, a dialogue state 
tracking and an answer selection (generation) constituents (see the bottom of Figure 1). 
The action is predicted (learned by RNN) taking into account the dialogue state, user’s 
utterance, intents and slots (as annotated in training data).  

For building a goal oriented bot, data from student forum containing several 
thousands of utterances were analyzed.  In this dataset, the working hours of different 
university units (115 dialogues), academic leave (47 dialogues) and university entry 
requirements (24 dialogues) were identified as more frequent topics and thus were 
selected as data for annotation and training.   

We investigated several intent detection classifiers for three selected topics. Our 
classifiers are built on pre-trained language models – Latvian BERT [12], MultiBERT 
[13]7 and Fasttext. 140 utterances from the dataset were used as training data, 15 as 
validation set and 31 as test set. Evaluation results in Table 2 show that in case of small 
dataset of unbalanced training data, simpler mechanisms (i.e. Fasttext) and, in particular, 

 
6 https://www.lu.lv/gribustudet/jautajumi-un-atbildes/.   
7 https://github.com/google-research/bert/blob/master/multilingual.md.   
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solutions developed specifically for Latvian (i.e. Fasttext for Latvian, LV-BERT) result 
in better performance.   

Table 2. Evaluation results for intent detection: accuracy and F1 for different settings 

Embeddings Validations set Test set 

 accuracy F1 accuracy F1 

Fasttext (300 dimensions)  0.8387 0.7861 0.6774 0.6724 

Fasttext (Latvian, 100 dimensions) 1 1 1 1 

MultiBert  0.6667 0.5411 0.6452 0.5397 

LV-BERT 0.9333 0.9327 0.9677 0.9683 

 
For slot filling, we integrated named entity recognizer (NER) trained on MultiBERT 

and thus allowing to perform zero-shot transfer [14]. It supports 19 tags, including 
organization, event, date and person that are the most important in our scenario. An 
example in Figure 2 illustrates output of the named entity recognizer. Although the NER 
used in prototype demonstrates reasonable quality for Latvian, we are investigating 
recently developed Latvian NER [12], which includes the necessary named entity types 
and could also be adapted for the recognition of domain specific named entities. 

 
User: Kā strādā Ārija Sproģe? (What are the working hours for Ārija Sproģe?) 
Slotfill: [PERSON: Ārija Sproģe] 

 
User: Kā strādā Humanitāro zinātņu fakultāte? (What are the working hours for the Faculty of Humanities?) 
Slotfill: [ORGANIZATION: Humanitāro zinātņu fakultāte] 

 
User: Vai Humanitāro zinātņu fakultāte strādā jūnijā? (Is the Faculty of Humanities open in June?) 
Slotfill: [ORGANIZATION: Humanitāro zinātņu fakultāte; DATE: jūnijā] 

Figure 2. Slot filling examples for working hours scenario; named entities are underlined 

For dialogue state tracking and dialogue action prediction short dialogues were 
created for academic leave scenario using the data from the student forum. It needs to be 
mentioned that queries in student forum differ from typical dialogue – they are longer, 
one entry often contains several utterances (typical entry includes a greeting, a question 
and attitude statements), and sometimes even several questions. Therefore, we modified 
these entries as short dialogues of 2-5 turns. The dialogue action prediction on our 
dialogue corpus is trained with recurrent neural network model of the DeepPavlov 
framework that predicts dialogue action from the utterance, its slots, intents and the 
current state of the dialogue.  

Finally, the predicted dialogue action allows us to create (select) an answer to the 
user’s input. Currently, only fixed response is given as an output. Our next steps include 
data acquisition from the knowledge base and more intelligent natural language 
generation.  
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4. Initial Results of Evaluation 

Our prototype currently includes general domain chatbot, FAQ model and goal oriented 
bot for academic leave scenario. The goal oriented bot is initialized by the dialogue 
manager when the academic leave intent is recognized as most probable. Example in 
Figure 3 illustrates human interaction with the virtual assistant. The interaction starts 
with a greeting from general domain chatbot, followed by question answering by FAQ 
module. Finally, the goal oriented bot performs mini-dialogue regarding the academic 
leave in situation when a student has not finished semester successfully.  

 
Figure 3. Dialogue sample 

We evaluated different configurations of the goal-oriented bot for academic leave 
scenario (Table 3). The best result – 0.89 turn accuracy – has been achieved with the 
simplest configuration. This could be explained with rather small number of training 
examples and simplicity of dialogues. 

Table 3. Evaluation results for different configurations of goal oriented bot. 

Model Embeddings Intents Test (turn 
accuracy) 

Bot with intent detection and 
attention mechanisms 

Latvian Fasttext  Latvian Fasttext 0.7895 

Bot with intent detection 
 

Latvian Fasttext Latvian Fasttext 0.8421 

Simple bot Latvian Fasttext No 0.8947 
 
While obtained initial evaluation results are promising and confirm the suitability of 

the chosen approach, the prototype is only at its initial stage –current implementation 
needs to be extended to support more dialogues by the goal oriented bot. Moreover, deep 
evaluation by real user is necessary for better understanding of strengths and weaknesses 
of the chosen approach. 
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5. Next Steps and Conclusion 

In this paper, we discussed the architecture of a hybrid virtual assistant that supports 
conversation in low resource settings. The virtual assistant prototype is designed to 
support communication between student service of the University of Latvia and students. 
The proposed prototype includes modules for answering frequently asked questions, a 
goal-oriented bot to support mini-conversations on most common topics and a chit-chat 
constituent that facilitates conversation in uncertain conditions.    

While the prototype and evaluation results demonstrate feasibility of the proposed 
approach, our plan is to continue the development of the goal oriented bot by extending 
and deepening the topics of conversation. In particular, we plan to include knowledge 
base as part of the output generation constituent, making dialogue more flexible and 
easier extendable. Besides practical solutions, two research directions are foreseen. At 
first, we plan to investigate the role of pre-trained language models in low resource 
settings. This includes methods for NER adaptation to support slot filling for domain 
specific entity classes. Secondly, we aim to investigate the application of frame-semantic 
parsing methods for slot filling. The data for these experiments are already being 
annotated for the working hours scenario.  

Finally, we also plan to integrate our virtual assistant into conversation platforms 
allowing real conversations with users. This will allow us to understand better the 
efficiency of our model. 
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