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Abstract. In this work we consider optimization problems that re-
quire to make interdependent offline and online decisions under un-
certainty. We broadly refer to long-term strategic decisions as offline
and to short-term operational decisions as online. For example, in
Distributed Energy Management Systems we may need to define (of-
fline) a daily production schedule for an industrial plant, and then
manage (online) its power supply on a hour by hour basis. Tradition-
ally offline and online phases are tackled in isolation, leading to some
drawbacks: offline decisions are taken without regard for the capabil-
ities of the downstream online solver; while the applicability of the
best approaches for online decisions (e.g. anticipatory algorithms) is
limited by the need to provide high responsiveness. Starting from a
(literature-based) baseline, we define general methods for leading to
significant quality improvements, at the cost of an increased compu-
tation effort either in the offline or the online phase. All our methods
have broad applicability, and provide multiple options to balance the
solution quality/time trade-off, suiting a variety of practical applica-
tion scenarios with both offline and online decisions and featuring
continuous and discrete decisions. An extensive analysis of the ex-
perimental results shows that offline/online integration may lead to
substantial benefits.

1 Introduction

Optimization under uncertainty arises in many application areas[4],
such as project scheduling, transportation systems, and energy man-
agement: fuel prices, activity durations, travel times, etc. are effec-
tively stochastic in the real world. Optimization problems in this
class can be seen as a sequence of multiple stages, such that at each
stage part of the uncertainty is revealed and some decisions must be
made. The need to account for multiple future developments makes
stochastic optimization incredibly challenging[5, 6], which explains
how approximate (sampling-based) methods and heuristics are the
most popular solution techniques in practice. Due to such a complex-
ity, the applicable approaches depend on the temporal granularity of
the decisions to be made. Long-term “strategic” decisions (which are
often very impactful) are typically solved via expensive, but more
accurate, sampling-based approaches. Short-term “operational” de-
cisions often need to be made over multiple steps, within a short time
frame: they are commonly addressed via polynomial-time heuristics,
while more advanced sampling-based methods (e.g. online anticipa-
tory algorithms[3]) are applicable only if their computational cost is
carefully managed. We will refer to the first class of problems (and
solution approaches) as offline and to the second as online.

We move from the observation that many practical application sce-
narios combine both an online and an offline phase. The simplest
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approach to tackle such problems is to deal with the offline and on-
line phase separately, resp. (e.g.) via a sampling-based method and
a heuristic. However, we show that substantial improvements can be
obtained by treating the two phases in an integrated fashion. This
paper shows methods and results of our works [1, 2].

Motivating Examples Some real world use cases are typically
solved via either offline or online models, while in fact they are inte-
grated offline/online problems.

• Energy Management Systems (EMS) are key components of the
electrical grid that maintain its stability both by shifting consump-
tion (over time) and routing power flows from the available gener-
ators. In practice, the load shifts must be planned offline (the day
ahead) and the power flow balance should be maintained online
(e.g. hour by hour), so as to minimize the costs.

• In transportation systems, a central role is played by the Vehi-
cle Routing Problem and its variants, which consists in establish-
ing the paths for a set of vehicles to serve a set of customers. In
a real world setting, many aspects (e.g. customer demands and
travel times) are also subject to uncertainty. Several transportation
companies focus on assigning offline customers to smaller scale
operators, which are then in charge of choosing the routes online.

2 Literature-Based Baselines

Some of our techniques build on a (generic, existing) myopic online
heuristic, other over a (generic, existing) online anticipatory algo-
rithm. Then we propose the following key ideas: 1) Using (condi-
tional) density estimation to produce samples that are more likely
given the observed uncertainty (this yields dynamic sampling for the
anticipatory algorithm); 2) Solving (offline) a large amount of past
instances (with the anticipatory algorithm) to build a ”contingency”
table. In the online phase, we then use our conditional density esti-
mation to find which pre-solved instance is the most compatible with
the observed uncertainty and decisions, and we try to follow its pre-
scribed decisions as well as possible (that is the job of the, rather
fast, fixing heuristic); 3) Using (expensive, offline) parameter tun-
ing to improve the online myopic heuristic (which stays very fast);
4) Many approaches for offline stochastic optimization with multi-
ple online stages (e.g. offline scheduling or routing) rely on an ap-
proximation of the online problem obtained by collapsing all online
stages into a single recourse stage. This eliminates non-anticipativity
constraints, so that the decisions made when solving the approxi-
mate online problem have knowledge of the future. Unfortunately,
the heuristic used to solve the true online problem is often myopic,
which creates a discrepancy between the offline solution and the ca-
pabilities of the online solver. We enforce the myopic behavior in the
online problem approximation (and obtain more realistic solutions)
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by using a mathematical characterization of the online heuristic (its
KKT conditions) as a constraint in the offline problem.

3 Focus on the Online Phase

The most natural way to improve online decisions consists in re-
placing the greedy heuristic with a sampling-based anticipatory al-
gorithm.

Online Anticipatory Algorithm Sampling-based algorithms rely
on scenarios to estimate future outcomes. Formally, a scenario ω
specifies a value ξωi for all the random variables. Given a set Ω of
scenarios, the system state sk, and values for ξO corresponding to
the observed uncertainty, we assume that A can compute the deci-
sions for stage k: xk = A(sk, ξO, {ξω}ω∈Ω)
Once the decisions are computed, the next state can be determined.
This is controlled via a state transition function next that, based
on the current state, decisions, and observed uncertainty, computes:
sk+1 = next(sk, xk, ξO) , given the initial state s1, a set of sce-
narios Ω, and a set of values sampled from ξk (which represent the
online observations). The O set is assumed to be initially empty. This
generic anticipatory algorithm will be referred to as ANTICIPATE.

Dynamic Scenario Sampling Using a fixed set of scenarios (as
in ANTICIPATE) is beneficial when the ξ variables are statistically
independent. When they are not, however, the set of scenarios may
loose relevance as uncertainty is resolved. For example, a scenario
based on a cloudy day forecast becomes less likely if fair weather is
observed at the beginning of online execution. Defining a representa-
tive set of scenarios is critical for the approach effectiveness and it is
usually done by exploiting the available offline information. Here, we
assume that the such offline information is a collection of observed
uncertain values. This definition captures many practical cases (e.g.
forecasts or predictions, historical data), but we still focused on the
improvement of the online phase with the ANTICIPATE algorithm.
Formally, at stage k we wish to sample scenarios that are likely to
occur given the past observations, i.e. to sample the unobserved vari-
ables ξŌ according to the conditional distribution P (ξŌ | ξO). These
probabilities can be approximated via any density estimation method,
such as Kernel Density Estimation, or recent Deep Learning tech-
niques such as Normalizing Flows. Any such method can be trained
on the offline information to obtain an estimator P̃ (ξ) for the joint
distribution of the random variables, yielding scenarios with a dis-
tribution that takes into account the observed values. This technique
leads to the definition of our method ANTICIPATE-D that provides a
modest advantage in terms of solution time, but can match and sur-
pass ANTICIPATE in terms of quality.

4 Focus on the Offline Phase

As a second research direction we consider approaches that shift the
computational load to the offline phase by exploiting the available
information to manage the cost/quality tradeoff of online algorithms.

Offline Online-Aware Phase When stringent time constraints on
the online decisions exist, it may be better to improve the greedy
heuristic by simply adjusting its parameters. This is the main idea in
the TUNING approach: this maintains the efficiency of the original
greedy heuristic, at the price of a computationally expensive param-
eter tuning process, which is however performed offline. Shifting our

attention to the offline decisions, we can also mitigate the discrep-
ancy by translating the online greedy heuristic as a set of constraints,
which can be injected in the offline (two-stage) model. This tech-
niques leads to our ACKNOWLEDGE method. Interestingly, we show
that the approach can be combined with parameter tuning to achieve
even deeper integration: this idea is explored in our ACTIVE method.

Offline Contingency Table If a significant amount of time is
available in the offline phase, we can exploit the offline informa-
tion in an alternative fashion, by trying to prepare for each likely fu-
ture development. Intuitively, we can treat each scenario as if it were
an actual sequence of online observations, and process it via some
anticipatory algorithm. By doing this, we build a pool of solutions
that can then be used to guide an online method and we define our
methods CONTINGENCY and CONTINGENCY-D (respectively with-
out and with dynamic scenario sampling). We use the traces from
T to guide an efficient fixing heuristic, which tries to choose deci-
sions having the largest chance of being optimal. Formally, the fix-
ing heuristic solves: argmax{P ∗(xk | skξO) : xk ∈ Xk}, where
P ∗ is the probability that the chosen xk is optimal, given the state
sk and the observed uncertainty. The Xk set represents the feasible
decision space, which is defined via problem-dependent constraints
and auxiliary variables.

5 Results and Conclusions

To test our methods, we ground them on the two mentioned case
studies. The EMS problem features a continuous (non-enumerable)
decision space, while the second has pure discrete decisions. In our
experiments, all the proposed methods improve over the baseline in
terms of solution/quality trade-off. In the first case, we use an an-
ticipatory algorithm both as a starting point and as a reference. Idea
1 (see Section 2) improves the anticipatory algorithm by a modest
∼ 1% margin (same run time); idea 2 looses a small 1-2% margin in
terms of quality, but with a massive reduction (two orders of magni-
tude) of the online run time. In the second setup, our starting point
is an offline solver relying an a two stage approximation and a my-
opic online heuristic; we use an oracle (with perfect information) as
a performance reference. Idea 3 can reduce the gap w.r.t. the oracle
from ∼ 21% to ∼ 7%; idea 4 goes even further, yielding a gap of
∼ 2% w.r.t. the oracle. In both cases the online part is handle via the
original, very fast, heuristic.
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