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Abstract. To reduce the long training time of large deep neural
network (DNN) models, distributed synchronous stochastic gradient
descent (S-SGD) is commonly used on a cluster of workers. However,
the speedup brought by multiple workers is limited by the commu-
nication overhead. Two approaches, namely pipelining and gradient
sparsification, have been separately proposed to alleviate the impact
of communication overheads. Yet, the gradient sparsification methods
can only initiate the communication after the backpropagation, and
hence miss the pipelining opportunity. In this paper, we propose a
new distributed optimization method named LAGS-SGD, which com-
bines S-SGD with a novel layer-wise adaptive gradient sparsification
(LAGS) scheme. In LAGS-SGD, every worker selects a small set
of “significant” gradients from each layer independently whose size
can be adaptive to the communication-to-computation ratio of that
layer. The layer-wise nature of LAGS-SGD opens the opportunity of
overlapping communications with computations, while the adaptive
nature of LAGS-SGD makes it flexible to control the communication
time. We prove that LAGS-SGD has convergence guarantees and it
has the same order of convergence rate as vanilla S-SGD under a
weak analytical assumption. Extensive experiments are conducted to
verify the analytical assumption and the convergence performance
of LAGS-SGD. Experimental results on a 16-GPU cluster show that
LAGS-SGD outperforms the original S-SGD and existing sparsified
S-SGD without losing obvious model accuracy.

1 INTRODUCTION

With increasing data volumes and model sizes of deep neural net-
works (DNNs), distributed training is commonly adopted to acceler-
ate the training process among multiple workers. Current distributed
stochastic gradient descent (SGD) approaches can be categorized into
three types, synchronous [9, 21], asynchronous [40] and stall syn-
chronous [15]. Synchronous SGD (S-SGD) with data-parallelism is
the most widely used one in distributed deep learning due to its good
convergence properties [8, 12]. However, S-SGD requires iterative
synchronization and communication of dense gradient/parameter ag-
gregation among all the workers. Compared to the computing speed
of modern accelerators (e.g., GPUs and TPUs), the network speed is
usually slow which makes communications a potential system bot-
tleneck. Even worse, the communication time usually grows with
the size of the cluster [37]. Many recent studies focus on alleviat-
ing the impact of communications in S-SGD to improve the system
scalability. These studies include the system-level methods and the
algorithm-level methods.
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On the system level, pipelining [4, 38, 12, 28, 22, 13, 17, 27] is
used to overlap the communications with the computations by exploit-
ing the layer-wise structure of backpropagation during the training
process of deep models. On the algorithmic level, researchers have
proposed gradient quantization (fewer bits for a number) and sparsifi-
cation (zero-out gradients that are not necessary to be communicated)
techniques for S-SGD to reduce the communication traffic with neg-
ligible impact on the model convergence [2, 6, 35, 23, 36, 19]. The
gradient sparsification method is more aggressive than the gradient
quantization method in reducing the communication size. For exam-
ple, Top-k sparsification [1, 23] with error compensation can zero-out
99% — 99.9% local gradients without loss of accuracy while quanti-
zation from 32-bit floating points to 1-bit has a maximum of 32X size
reduction. In this paper, we mainly focus on the sparsification meth-
ods, while our proposed algorithm and analysis are also applicable to
the quantization methods.

A number of works have investigated the theoretical convergence
properties of the gradient sparsification schemes under different ana-
lytical assumptions [34, 32, 3, 18, 16, 19]. However, these gradient
sparsification methods ignore the layer-wise structure of DNNs and
treat all model parameters as a single vector to derive the convergence
bounds, which implicitly requires a single-layer communication [37]
at the end of each SGD iteration. Therefore, the current gradient
sparsification S-SGD (denoted by SLGS-SGD hereafter) cannot over-
lap the gradient communications with backpropagation computations,
which limits the system scaling efficiency. To tackle this challenge, we
propose a new distributed optimization algorithm named LAGS-SGD
which exploits a layer-wise adaptive gradient sparsification (LAGS)
scheme atop S-SGD to increase the system scalability. We also derive
the convergence bounds for LAGS-SGD. Our theoretical convergence
results on LAGS-SGD conclude that high compression ratios would
slow down the model convergence rate, which indicates that one
should choose the compression ratios for different layers as low as
possible. The adaptive nature of LAGS-SGD provides flexible options
to choose the compression ratios according to the communication-to-
computation ratios. We evaluate our proposed algorithm on various
DNNS to verify the soundness of the weak analytic assumption and the
convergence results. Finally, we demonstrate our system implementa-
tion of LAGS-SGD to show the wall-clock training time improvement
on a 16-GPU cluster with 10Gbps Ethernet interconnect. The contri-
butions of this work are summarized as follows.

e We propose a new distributed optimization algorithm named LAGS-
SGD with convergence guarantees. The proposed algorithm en-
ables us to embrace the benefits of both pipelining and gradient
sparsification.

e We provide thorough convergence analysis for LAGS-SGD on non-
convex smooth optimization problems, and the derived theoretical



1468 S. Shi et al. / Layer-Wise Adaptive Gradient Sparsification for Distributed Deep Learning with Convergence Guarantees

results indicate that LAGS-SGD has a consistent convergence guar-
antee with SLGS-SGD, and it has the same order of convergence
rate with S-SGD under a weak analytical assumption.

e We empirically verify the analytical assumption and the conver-
gence performance of LAGS-SGD on various deep neural networks
including CNNs and LSTM in a distributed setting.

e We implement LAGS-SGD atop PyTorch?, which is one of the
popular deep learning frameworks, and evaluate the training effi-
ciency of LAGS-SGD on a 16-GPU cluster connected with 10Gbps
Ethernet. Experimental results show that LAGS-SGD outperforms
S-SGD and SLGS-SGD on a 16-GPU cluster with little impact on
the model accuracy.

The rest of the paper is organized as follows. Section 2 introduces
some related work, and Section 3 presents preliminaries for our pro-
posed algorithm and theoretical analysis. We propose the LAGS-SGD
algorithm and provide the theoretical results in Section 4. The efficient
system design for LAGS-SGD is illustrated in Section 5. Experimen-
tal results and discussions are presented in Section 6. Finally, we
conclude the paper in Section 7.

2 RELATED WORK

Many recent works have provided convergence analysis for distributed
SGD with quantified or sparsified gradients that can be biased or
unbiased.

For the unbiased quantified or sparsified gradients, researchers
[2, 35] derived the convergence guarantees for lower-bit quantified
gradients, while the quantization operator applied on gradients should
be unbiased to guarantee the theoretical results. On the gradient spar-
sification algorithm whose sparsification method is also unbiased,
Wangni et al. [34] derived the similar theoretical results. However,
empirical gradient sparsification methods (e.g., Top-k sparsification
[23]) can be biased, which require some other analytical techniques
to derive the bounds. In this paper, we also mainly focus on the bias
sparsification operators like Top-k sparsification.

For the biased quantified or sparsified gradients, Cordonnier [7]
and Stich et al. [32] provided the convergence bound for top-k or
random-k gradient sparsification algorithms on only convex problems.
Jiang et al. [18] derived similar theoretical results, but they exploited
another strong assumption that requires each worker to select the same
k components at each iteration so that the whole d (the dimension
of model/gradient) components are exchanged after a certain number
of iterations. Alistarh et al. [3] relaxed these strong assumptions on
sparsified gradients, and further proposed an analytical assumption,
in which the /2-norm of the difference between the top-% elements on
fully aggregated gradients and the aggregated results on local top-k
gradients is bounded. Though the assumption is relaxed, it is difficult
to verify in real-world applications. Our convergence analysis is rel-
atively close to the study [30] which provided convergence analysis
on the biased Top-k sparsification with an easy-to-verify analytical
assumption.

The above mentioned studies, however, view all the model pa-
rameters (or gradients) as a single vector to derive the convergence
bounds, while we propose the layer-wise gradient sparsification al-
gorithm which breaks down full gradients into multiple pieces (i.e.,
multiple layers). It is obvious that breaking a vector into pieces and
selecting top-k elements from each piece generates different results
from the top-k elements on the full vector, which makes the proofs
of the bounds of LAGS-SGD non-trivial. Recently, [39] proposed the

2 https://pytorch.org/

blockwise SGD for quantified gradients, but it lacks of convergence
guarantees for sparsified gradients. Simultaneous to our work, Dutta
et al. [11] proposed the layer-wise compression schemes and provided
a different way of proof on the theoretical analysis.

3 PRELIMINARIES

We consider the common settings of distributed synchronous SGD
with data-parallelism on P workers to minimize the non-convex ob-
jective function f : R? — R by:

P
1
Xt41 — X *CMtFZGP(Xt), (1)

p=1

where x; € R? is the stacked layer-wise model parameters of the
target DNN at iteration ¢, GP(x) is the stochastic gradients of the
DNN parameters at the p'® worker with locally sampled data, and
a; € Ris the step size (i.e., learning rate) at iteration ¢. Let L denote
the number of learnable layers of the DNN, and xV € R4 denote
the parameter vector of the {*" learnable layer with d elements”.
Thus, the model parameter x can be represented by the concatenation
of L layer-wise parameters. Using LI as the concatenation operator,
the stacked vector can be represented by

X = ulex(l) =xVux@y.ux® = [x(l), x(2)7 ...,X(L)]. ?2)

Pipelining between communications and computations. Due to
the fact that the gradient computation of layer [ — 1 using the back-
propagation algorithm has no dependency on the gradient aggregation
of layer [, the layer-wise communications can then be pipelined with
layer-wise computations [4, 38] as shown in Fig. 1(a). It can be seen
that some communication time can be overlapped with the compu-
tations so that the wall-clock iteration time is reduced. Note that the
pipelining technique with full gradients has no side-effect on the con-
vergence, and it becomes very useful when the communication time
is comparable to the computing time.

Top-k sparsification. In the gradient sparsification method, the
Top-k sparsification with error compensation [1, 23, 29] is promis-
ing in reducing communication traffic for distributed training, and
its convergence property has been empirically [1, 23] verified and
theoretically [3, 18, 32] proved under some assumptions. The model
update formula of Top-k S-SGD can be represented by

P
1 ~
Xt41 = Xt — atﬁ Z GP(Xt), (3)

p=1

where G” (x;) = TopK(GP(x¢), k) is the selected top-k gradients at
worker p. For any vector x € R? and a given k < d, TopK(x, k) €
R% and its i*" (i = 1, 2, ..., d) element is:

xiy  Af x| > thr
0, otherwise

TopK(x, k)i = { 4

where z; is the it element of x and thr is the k" largest value
of |x|. As shown in Fig. 1(b), in each iteration, at the end of the
backpropagation pass, each worker selects top-k gradients from its
whole set of gradients. The selected k gradients are exchanged with all
other workers in the decentralized architecture or sent to the parameter
server in the centralized architecture for averaging.

3 This generalization is also applicable to the current deep learning frameworks
(e.g., PyTorch), in which the parameters of one layer may be separated into
two tensors (weights and bias).
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Figure 1.

Comparison between three distributed training algorithms: (a) the pipeline of layer-wise gradient communications and backpropagation computations

without gradient sparsification (Dense-SGD), (b) the single-layer gradient sparsification (SLGS) without pipelining, and (c) our proposed layer-wise adaptive

gradient sparsification (LAGS) with pipelining.

4 LAYER-WISE ADAPTIVE GRADIENT
SPARSIFICATION

4.1 Algorithm

To enjoy the benefits of the pipelining technique and the gradient
sparsification technique, we propose the LAGS-SGD algorithm, which
exploits a layer-wise adaptive gradient sparsification (LAGS) scheme
atop S-SGD.

In LAGS-SGD, we apply gradient sparsification with error compen-
sation on each layer separately. Instead of selecting the top-k values
from all gradients to be communicated, each worker selects top—k(l)
gradients from layer [ so that it does not need to wait for the com-
pletion of backpropagation pass before communicating the sparsified
gradients. LAGS-SGD not only significantly reduces the commu-
nication traffic (hence the communication time) using the gradient
sparsification, but it also makes use of the layered structure of DNNs
to overlap the communications with computations. As shown in Fig.
1(c), at each iteration, after the gradients G (x)(l) of layer [ have been
calculated, TopK (G (x), k() is selected to be exchanged among
workers immediately. Formally, let v; denote the model parameter
and €? denote the local gradient residual of worker p at iteration ¢.
In LAGS-SGD on distributed P workers, the update formula of the
l-layer’s parameters becomes

P
1
v = - 5 > TopK (atGp(vt)(l) +er®, k(”) G

p=1

The pseudo-code of LAGS-SGD is shown in Algorithm 1.

Algorithm 1 LAGS-SGD at worker p
Input: Stochastic gradients G?(-) at worker p
Input: Configured kD, 1=1,2,.., L
Input: Configured learning rates o
1: fort=1— Ldo
2: Initialize v{) = 2™ = 0;
3:fort=1—Tdo
4 Feed-forward computation;
5 for!=L — 1do
6: acc?® = ef’_(ll> + o 1GP(vi_1) W,
7
8
9

ef‘m — accf’m _ TopK(acc?(l), AOM
l (1
gt = YI_, TopK(acc] ", k");

1 1 1
V§ )= VE—)l - %gg )

4.2 Convergence Analysis

We first introduce some notations and assumptions for our conver-
gence analysis, and then present the theoretical results of the conver-
gence properties of LAGS-SGD.

4.2.1 Notations and Assumptions

Let || - || denote £2-norm. We mainly discuss that the non-convex
objective function f : R% — R is C-smooth, i.e.,

IVf(x) = Vi) < Cllx =yl vx,y € R (©)

Let x™ denote the optimal solution of the objective function f. We
assume that the sampled stochastic gradients G(-) are unbiased, i.e.,
E[G(v+)] = V f(v:). We also assume that the second moment of the
average of P stochastic gradients has the following bound:

P
IE[||% 367 < M2, vx € RY. %
p=1

‘We make an analytical assumption on the aggregated results from the
distributed sparsified vectors.

Assumption 1. For any P vectors x* € R (p = 1,2,..P) in P
workers, and each vector is sparsified as TopK(x?, k) locally. The
aggregation of TopK(x?, k) selects k larger values than randomly
selecting k values from the accumulated vectors, i.e.,

2
<

P P
pr - ZTopK(xp, k)
p=1 p=1

P P
Z x? — RandK <Z x?, k>
p=1 p=1

2

E )

where RandK (x, k) € R? is a vector whose k elements are randomly
selected from x following a uniform distribution, and the other d — k
elements are zeros.

Similar to [3, 30], we introduce an auxiliary random variable x; €
R?, which is updated by the non-sparsified gradients, i.e.,

Xt4+1 = Xt — OétC;(Vt)7 (9)

where G(v¢) = & Zle GP(v¢) and xg = 0. The error between x;
and v; can be represented by

P
€ = Vi — Xt = 126?. (10)

4.2.2 Main Results

Here we present the major lemmas and theorems to prove the con-
vergence of LAGS-SGD. Our results are mainly the derivation of the
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standard bounds in non-convex settings [5], i.e.,

lim —— ZatE IV £( Vt)“ |=

T_"X’Zt 1Ot 4

T
and B[ S IV (v < B, (1)

for some constants B and the number of iterations 7.

Lemma 1. For any P vectors xP € R% p = 1,2, ..., P, and every
vector can be broken down into L pieces, that is X* = ulexp’(l)

and x> ¢ Rd(l), it holds that

P P 2
>ox - Uk (Z TopK (x” (), w))

, (12)

Cma:c

where Cmaz = max{c(l),c(z),...,c(m}, D = dii; for 1 =
2L 0< kD <d®and 3 dY =d.

Proof. According to [32], for any vectors x € R% and 0 < k < d,
E.[||x — RandK(x, k)|*] = (1 £)|Ix/|*. Then

P P 2
Z <P — LR, (Z TopK(xp’m, k<l))>
p=1 p=1

P P 2
-, <Z va(l) _ ZTOpK(Xp’(l), k(l))>
=1 p=1

2

L P P
_ Z Z (1) _ Z TOPK(XP,(Z)7 k(”)
=1 ||p=1 p=1

IN

> PO _ Randk (pr 0 kw)
=1

L ©)
2(1 ; )
P0)

=1

(1 cm)z

L

p,(1)

P 2

2%

p=1

p,(1)

IN

1
)
Cmazx

O

The inequality (12) is a sufficient condition to derive the conver-
gence properties of Algorithm 1.

Corollary 1. For any iterationt > 1 and n > 0:

1 < 1 :
< EZ <(1 - Cmaz) ¢! +n)) o ;M2 (13)

1=1

Elllve —x|’]

Proof. Let G(v¢) = & 25:1 G?(vi), gt = Zle(atap(vt) +
€”) and gl = Zf (G (ve) D + €2 1 = L. We
Wand el = g — 527 0,GP(vi)V. Accord-

have g; = U, g, =1

ing to the update formulas of v;41 and x¢41, we have
2
[Vitr — Xeqa|

=l Uiz g, k")

P
p=1
Ly 2 1 E 2
1
S PO 3TN w e a
=1 p=1 p=1
1< 1< ’
ot (32— ek ()
p=1 p=1
1 - ’
_ » L P ()
=5 2_s - <ZT0PK(g k ))
p=1 p=1
1 1 &P
S(lfcmam) F;gf =(1*Cmm)IIOétG(VtHVt*thl2
1 ) 1 )
<(1- )| (1 +n)l|arG(ve)]] +(1+5)\|Vt—><t|| ;

where 7 > 0. Iterating the above inequality from ¢ = 0 — ¢ yields:

llve — XtH2
t

1+ ) 3= )1+ ) s Gl

: max
=1

<(1-

cmax

1< 1 ; )

= > ((1- )+ ) lae-iG(ve-d)|”.
=1 max

Taking the expectation and using the bound of the second moment on
stochastic gradients: E[||G/(v+)||?] < M?, we obtain

B flve — ] <330 (0= 20 +) E a6l
1 ¢ 1
2 (0-as

i=1

)1 +n>)ia?ﬂ-M2,

which concludes the proof. O

Corollary 1 implies that the parameters with sparsified layer-wise
gradients have bounds compared to that with dense gradients.

Theorem 1. Under the assumptions defined in the objective function
f, after running T iterations with Algorithm 1, we have

ST f;atﬂ? IV £(vo)ll?]
Corx*)) 2(C + 22Dy 2T 2
§4(f(>§)T (];(X ) o (C+ %T) aZt:M’ )
t=1 1 t=1 Xt

if one chooses a step size schedule such that 3D > 0 and In > 0,

‘ 1 : af,i
(1= (1+n)) — <D (15)
Cmax Q

=1

holds at any iteration t > 0.
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Proof. We use the smooth property of f and Corollary 1 to derive
(14). First, with the smoothness C' of f, we have

Floxisa) = Flo) YRG0 (rp = x0) + 5 s —
aiC
2

ZOCtVf(Xt)TG(Vt) + HG(Vt)HQ'

Taking expectation with respective to sampling at ¢, it yields

Eelf (xt41)] — f(x¢)
a2C

<oV (%) E[G(ve)] + B

A C g G

EIG(vo)]%]

=V f(xe)"V f(ve) +

2
« «
=~ VeI — LIV
i 2 a?C 2
+ 29 - i) + ORGP
« a:C? a2CM?
<= LTI + 2 v —xall? + 2

«
== S UIVFE)I” + C?llve = x]|*)

aZCM?

+0¢tc2||vt —XtH2+ 5

Taking expectation with respective to the gradients before ¢, it yields

E[f(xe+1)] = E[f (x¢)] < — %E[l\Vf(Xt)H2 +C%ve = x%]

2 2
CM
+ o C7E[[lve = |7 + H
Using Corollary 1, we obtain
E[f (xe+1)] — E[f (x¢)]
at02 : i 2 2 (X?CMQ
<t _ ) —t=
<=, ;((1 )i M+ =
— SE[IVFG)[* + C®lve — x|
22 t 2 2 2
a;C iQ_g o ;CM
=2t 1— 1 M
(1 ) A+

- SEVF)I® + C*lve — ).
If (15) holds, then we have

E[f(xt+1)] = E[f(x¢)]
202D M?*a?
) 2

<(C+ = SENVIG)* + Clve — ]

Adjusting the order, we obtain

B[V f(x) 1 + C*|lve — x:||’]

20%D

<2(E[f(x¢)] — E[f(x¢41)]) + (C + )M?ai.  (16)

We further apply the property of f, that is
IVFv* = IV (ve) = VF(xe) + VI (x|

<2|Vf(ve) = VI + 2]V F (xe)1
< 20% ve = xl* + 2| V£ (x0)II

Together with (16), it yields

wE[|Vf(ve)IP] < 204E[C*|lve — xo||” + |V £ (x0)]17]
20%D

<A(E[f (x¢)] — E[f (x¢41)]) + 2(C + )MQch.

Summing up the inequality for ¢t = 1,2, ..., T, it yields

> @ [[VF(ve)l*] <4(f(x0) — f(x7))

t=1

2 T
+2(C + %)M2 > of.
t=1

Multiplying in both sides concludes the proof. O

N S
Yo

Theorem 1 indicates that if one chooses the step sizes to satisfy
(15), then the right hand side of (14) converges as 7" — oo, so that
Algorithm 1 is guaranteed to converge. If we let (1 — —2—)(1 +
1) < 1 which is easily satisfied then (15) holds for both constant
and diminishing step sizes. Therefore, if the step sizes are further

configured as

T

T
. . . 2
Th~I>I<1>o til a; = oo and TIE& tgl a; < 00, 7

then the right hand side of inequality (14) converges to zero, which
ensures the convergence of Algorithm 1.

Corollary 2. Under the same assumptions in Theorem 1, if oy =
0/ \/T ,Vt > 0, where 6 > 0 is a constant, then we have the conver-
gence rate bound for Algorithm 1 as:

Bl 3 IVl < I T

402M2(cfmx — Cmaz )0
+ T ,

2

(18)
if the total number of iterations T is large enough.

Proof. As ax = 0/ VT, we simplify the notations by: o = oy =
6/v/T and T = (1———)(14n). The left hand side of (15) becomes

Cmawx

t

> (-

i=1

1—17%)
1—7 °

Cmax

2 t 2
e i Ot 7(
1 i St—1 e )
)1 +m)) o —;:17' o =«

Letn=——,then0 < 7= (1——-)(1+n) <1, and
ot
limaT(l 7'): ar_
t—o0 1—7 1—7

So (15) holds when D = **-. Applying Theorem 1, we obtain

1 T
E T;IIW(W)IQ]
§4(f(XOL;f(X*)) +2(C + QCQD)Mza
407 (f(x0) — f(x¥)) +20CM? N ACPM?(3 0z — Cimax)0?
= \/T T )

which concludes the proof. O
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In Corollary 2, if T is large enough, then the right hand side of
inequality (18) is dominated by the first term. It implies that Algorithm
1 has a convergence rate of O(1/+/T'), which is the same as the vanilla
SGD [9]. However, the second term of inequality (18) also indicates
that higher compress ratios (i.e., ¢maz) lead to a larger bound of
the convergence rate. In real-world settings, one may have a fixed
number of iteration budget 7" to train the model, so high compression
ratios could slowdown the convergence speed. On the one hand, if
we choose lower compression ratios, then the algorithm has a faster
convergence rate (less number of iterations). On the other hand, lower
compression ratios have a larger communication size and thus may
result in longer wall-clock time per iteration. Therefore, the adaptive
selection of the compression ratios tackles the problem properly.

S SYSTEM IMPLEMENTATION AND
OPTIMIZATION

The layer-wise sparsification nature of LAGS-SGD enables the
pipelining technique to hide the communication overheads, while
the efficient system implementation of communication and computa-
tion parallelism with gradient sparsification is non-trivial due to three
reasons: 1) Layer-wise communications with sparsified gradients in-
dicate that there exist many small size messages to be communicated
across the network, while collectives (e.g., AllReduce) with small
messages are latency-sensitive. 2) Gradient sparsification (especially
top-k selection on GPUs) would introduce extra computation time.
3) The convergence rate of LAGS-SGD is negatively effected by
the compression ratio, and one should decide proper compression
ratios to trade-off the number of iteration to converge and the iteration
wall-clock time.

First, we exploit a heuristic method to merge extremely small spar-
sified tensors to a single one for efficient communication to address
the first problem. Specifically, we use a memory buffer to temporarily
store the sparsified gradients, and aggregate the buffered gradients
once the buffer becomes full or the gradients of the first layer have
been calculated. Second, we implement the double sampling method
[23] to approximately select the top-k gradients, which can signifi-
cantly reduce the top-k selection time on GPUs. Finally, to achieve a
balance between the convergence rate and the training wall-clock time,
we propose to select the layer-wise compression ratio according to the
communication-to-computation ratio. To be specific, we select a com-
pression ratio ¢V = d® / k® for layer [ such that its communication
overhead is appropriately hidden by the computation. Given an up-
per bound of the compression ratio (e.g., c, = 1000), the algorithm
determines ¢ according to the following three metrics: 1) Back-
propagation computation time of the pipelined layers (i.e., tél(;nlg); 2)
Communication time of the current layer t), . under a specific com-
pression ratio ¢V, which can be predicted using the communication
model of the AllGather or AllReduce collectives (e.g., [22, 25]) ac-
cording to the size of gradients and the inter-connection (e.g., latency
and bandwidth) between workers; 3) An extra overhead involved by
the sparsification operator (tglp)m»), which generally includes a pair of
operations (compression and de-compression). Therefore, the selected
value of ¢V can be generalized as

W = max{c,, min {c\t(clo)mm (c) + t(sl;ar < tg(;nlg}} (19)

5.1 Bound of Pipelining Speedup

In LAGS-SGD, the sparsification technique is used to reduce the
overall communication time, and the pipelining technique is used to

further overlap the already reduced communication time with com-
putation time. We can analyze the optimal speedup of LAGS-SGD
over SLGS-SGD in terms of wall-clock time under the same com-
pression ratios. Let ¢y, t, and t. denote the forward computation,
backward computation and gradient communication time at each it-
eration respectively. We assume that the sparsification overhead can
be ignored as we can use the efficient sampling method. Compared
to SLGS-SGD, LAGS-SGD reduces the wall-clock time by pipelin-
ing the communications with computations, and the maximum over-
lapped time is thidden = min{ts,t.} (i.e., either backpropagation
computations or communications are completely overlapped). So the
maximum speedup of LAGS-SGD over SLGS-SGD can be calculated
as S = (tf “+ 1ty +tc)/(tf +tp+te— thidden)~ Letr = tc/tb denote
the communication-to-computation ratio. The ideal speedup can be
represented by

1
7 ‘
+ max(r,1/r)

min(te,tp)

S’maz‘ =1+ (20)

The equation shows that the maximum speedup of LAGS-SGD over
SLGS-SGD mainly depends on the communication-to-computation
ratio. If r is close to 1, then LAGS-SGD has the potential to achieve
the highest speedup by completely hiding either the backpropagation
computation or the communication time.

6 EXPERIMENTS
6.1 Experimental Settings

We conduct the similar experiments as the work [23], which cover
two types of applications with three data sets: 1) image classification
by convolutional neural networks (CNNs) such as ResNet-20 [14]
and VGG-16 [31] on the Cifar-10 [20] data set and Inception-v4 [33]
and ResNet-50 [14] on the ImageNet [10] data set; 2) language model
by a 2-layer LSTM model (LSTM-PTB) with 1500 hidden units per
layer on the PTB [24] data set. On Cifar-10, the batch size for each
worker is 32, and the base learning rate is 0.1; On ImageNet, the
batch size for each worker is also 32, and the learning rate is 0.01;
On PTB, the batch size and learning rate is 20 and 22 respectively.
We set the compression ratios as 1000 and 250 for CNNs and LSTM
respectively. In all compared algorithms, the hyper-parameters are
kept the same and experiments are conducted on a 16-GPU cluster.

6.2 Verification of Assumption 1 and Convergences

To show the soundness of Assumption 1 and the convergence results,
we conduct the experiments with 16 workers to train the models. We
define metrics 6 (I = 1,2,..., L) for each learnable layer during
the training process at each iteration with Algorithm 1, and

2
P

21
P P 29 ( )
‘ Zle xP-(1) — RandK (szl xp (D) k(l)) ‘

where x7) = GP(v,)V + ef’(l). Assumption 1 holds if 6 < 1
(1=1,2,..., L). We measure 5" on ResNet-20, VGG-16 and LSTM-
PTB during training, and the results are shown in Fig. 2. It is seen
that 60 < 1 throughout the training process, which implies that
Assumption 1 holds. The evaluated models all converge in a certain
number of epochs, which verifies the convergence of LAGS-SGD.
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Figure 3. The comparison of convergence performance.

6.3 Comparison of Convergence Rates

The convergence comparison under the same number of training
epochs is shown in Fig. 3. The top-1 validation accuracy (the higher
the better) on CNNs and the validation perplexity (the lower the bet-
ter) on LSTM show that LAGS-SGD has very close convergence
performance to SLGS-SGD. Compared to Dense-SGD, SLGS-SGD
and LAGS-SGD both have slight accuracy losses. The problem could
be resolved by some training tricks like momentum correction [23].
The final evaluation results are shown in Table 1. The nearly consis-
tent convergence performance between LAGS-SGD and Dense-SGD
verifies our theoretical results on the convergence rate.

Table 1. Comparison of evaluation performance. Top-1 validation accuracy
for CNNs and perplexity for LSTM-PTB.

[ Model | Dense-SGD | SLGS-SGD [ LAGS-SGD |
ResNet-20 0.9092 0.8985 0.9024
VGG-16 0.9278 0.9255 0.9227
ResNet-50 0.7191 0.7211 0.7183
LSTM-PTB 106.7 105.7 109.4

6.4 Wall-clock Time Performance and Discussions

We evaluate the average iteration time with CNNs including VGG-161
(VGG-16 [31] for ImageNet), ResNet-50 and Inception-v4 on the
large-scale data set ImageNet (over one million training images) on a

V100 PCIE-32G GPUs) connected with 10Gbps Ethernet (10GbE).
The servers in the cluster are with Intel CPUs (Xeon E5-2698v3
Dual), Ubuntu-16.04 and CUDA-10.0. The main libraries used in our
experiments are PyTorch-v1.1, OpenMPI-v4.0.0, Horovod-v0.18.1
and NCCL-v2.3.7. The experimental results are shown in Table 2
using the compression ratio of 1000 for gradient sparsification. It
demonstrates that LAGS-SGD performs around 3.3% — 4.5% faster
than SLGS-SGD, which is up to 45% close to the maximum speedup,
and it achieves 22% — 30% improvement over Dense-SGD.

Table 2. The average iteration time in seconds of 1000 running iterations. S
and Sy indicate the speedups of LAGS-SGD over Dense-SGD and SLGS-SGD
respectively. Sinaz is the maximum speedup of pipelining over SLGS-SGD.

[ Model [ Dense [ SLGS [ LAGS “ S1 [ So [ Smaz ]
VGG-161 1.488s | 1.003 | 0.961 1.507 | 1.044 | 1.096
ResNet-50 0.570s | 0.485s | 0.464s || 1.228 | 1.045 | 1.133
Inception-v4 | 0.891s | 0.749s | 0.725s || 1.229 | 1.033 | 1.204

The achieved speedups of LAGS-SGD over SLGS-SGD in the end-
to-end training wall-clock time are minor, which is caused by three
main reasons. First, as shown in Eq. (20), the improvement of LAGS-
SGD over SLGS-SGD is highly depended on the communication-to-
computation ratio 7. In the conducted experiments,  is small because
transferring highly sparsified data under 10GbE is much faster than
the computation time on Nvidia Tesla V100 GPUs, while the proposed
method has potential improvement with increased r such as lower
bandwidth networks. Second, the compression time is not negligible
compared to the communication time. Even we exploit the sampling
method [23] to select the top-k gradients, it is inefficient on GPUs
so that it enlarges the computation time, which makes r smaller. For
example, in the VGG-16I model, the backpropagation time is around
0.391s, while the gradient compression time and the communication
time are about 0.359s and 0.049s respectively. It is worthy to explore
more efficient selection algorithms for gradient sparsification like [26].
Third, the layer-wise communications introduce many startup times
in transferring small tensors which could make the performance even
worse if the communications are not scheduled properly. It could be
possible to exploit the adaptive tensor fusion method [27] to further
improve the scalability. We will leave this as our future work.

7 CONCLUSION

In this paper, we proposed a new distributed optimization algorithm
for deep learning named LAGS-SGD, which exploits a novel layer-
wise adaptive gradient sparsification scheme to embrace the promising
pipelining techniques and gradient sparsification methods. LAGS-
SGD not only takes advantage of the gradient sparsification algo-
rithm to reduce the communication size, but also makes use of the
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pipelining technique to further hide the communication overhead. We
provided detailed theoretical analysis for LAGS-SGD which showed
that LAGS-SGD has convergence guarantees and the consistent con-
vergence rate as the original SGD under a weak analytical assumption.
‘We ran extensive experiments to verify the soundness of the analytical
assumption and theoretical results. Experimental results on a 16-node
GPU cluster connected with 10Gbps Ethernet interconnect demon-
strated that LAGS-SGD outperforms the state-of-the-art sparsified
S-SGD and Dense-SGD with comparable model accuracy.

ACKNOWLEDGEMENTS

The research was supported by Hong Kong RGC GRF grant HKBU
12200418. We acknowledge Nvidia Al Technology Centre (NVAITC)
for providing GPU clusters for experiments.

REFERENCES

(1]
(2]

[3]

[4]

[3]
(6]

(7]

(8]

[91

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

Alham Fikri Aji and Kenneth Heafield, ‘Sparse communication for
distributed gradient descent’, in EMNLP, pp. 440445, (2017).

Dan Alistarh, Demjan Grubic, Jerry Li, Ryota Tomioka, and Milan Vo-
jnovic, ‘QSGD: Communication-efficient SGD via gradient quantization
and encoding’, in NIPS, pp. 1709-1720, (2017).

Dan Alistarh, Torsten Hoefler, Mikael Johansson, Nikola Konstanti-
nov, Sarit Khirirat, and Cédric Renggli, “The convergence of sparsified
gradient methods’, in NIPS, pp. 5977-5987, (2018).

Ammar Ahmad Awan, Khaled Hamidouche, Jahanzeb Magbool Hashmi,
and Dhabaleswar K Panda, ‘S-Caffe: Co-designing mpi runtimes and
Caffe for scalable deep learning on modern GPU clusters’, in ACM
Sigplan Notices, volume 52, pp. 193-205. ACM, (2017).

Léon Bottou, Frank E Curtis, and Jorge Nocedal, ‘Optimization methods
for large-scale machine learning’, Siam Review, 60(2), 223-311, (2018).
Chia-Yu Chen, Jungwook Choi, Daniel Brand, Ankur Agrawal, Wei
Zhang, and Kailash Gopalakrishnan, ‘AdaComp: Adaptive residual gra-
dient compression for data-parallel distributed training’, in AAAIL, pp.
2827-2835, (2018).

Jean-Baptiste Cordonnier, ‘Convex optimization using sparsified stochas-
tic gradient descent with memory’, Technical report, (2018).

Jeffrey Dean, Greg Corrado, Rajat Monga, Kai Chen, Matthieu Devin,
Mark Mao, Andrew Senior, Paul Tucker, Ke Yang, Quoc V Le, et al.,
‘Large scale distributed deep networks’, in NIPS, pp. 1223-1231, (2012).
Ofer Dekel, Ran Gilad-Bachrach, Ohad Shamir, and Lin Xiao, ‘Optimal
distributed online prediction using mini-batches’, Journal of Machine
Learning Research, 13(Jan), 165-202, (2012).

Jia Deng, Wei Dong, Richard Socher, Li-Jia Li, Kai Li, and Li Fei-Fei,
‘ImageNet: A large-scale hierarchical image database’, in CVPR, pp.
248-255, (2009).

Aritra Dutta, El Houcine Bergou, Ahmed M. Abdelmoniem, Chen-Yu
Ho, Atal Narayan Sahu, Marco Canini, and Panos Kalnis, ‘On the dis-
crepancy between the theoretical analysis and practical implementations
of compressed communication for distributed deep learning’, in AAAI,
(2020).

Priya Goyal, Piotr Dollar, Ross Girshick, Pieter Noordhuis, Lukasz
Wesolowski, Aapo Kyrola, Andrew Tulloch, Yangging Jia, and Kaiming
He, ‘Accurate, large minibatch SGD: Training ImageNet in 1 hour’,
arXiv preprint arXiv:1706.02677, (2017).

Aaron Harlap, Deepak Narayanan, Amar Phanishayee, Vivek Seshadri,
Nikhil Devanur, Greg Ganger, and Phil Gibbons, ‘PipeDream: Fast and
efficient pipeline parallel DNN training’, in Proc. of 2nd SysML, (2019).
Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun, ‘Deep resid-
ual learning for image recognition’, in CVPR, pp. 770-778, (2016).
Qirong Ho, James Cipar, Henggang Cui, Seunghak Lee, Jin Kyu Kim,
Phillip B Gibbons, Garth A Gibson, Greg Ganger, and Eric P Xing,
‘More effective distributed ML via a stale synchronous parallel parameter
server’, in NIPS, pp. 1223-1231, (2013).

Nikita Ivkin, Daniel Rothchild, Enayat Ullah, Ion Stoica, Raman Arora,
et al., ‘Communication-efficient distributed SGD with sketching’, in
NIPS, pp. 13144-13154, (2019).

Xianyan Jia, Shutao Song, Shaohuai Shi, Wei He, Yangzihao Wang,
Haidong Rong, Feihu Zhou, Ligiang Xie, Zhenyu Guo, Yuanzhou Yang,
Liwei Yu, Tiegang Chen, Guangxiao Hu, and Xiaowen Chu, ‘Highly

[18]

[19]

[20]

[21]

[22]

[23]

[24]

[25]

[26]

[27]

[28]

[29]

[30]

[31]

[32]

[33]

[34]

[35]

[39]

[40]

scalable deep learning training system with mixed-precision: Training
ImageNet in four minutes’, in Proc. of Workshop on Systems for ML and
Open Source Software, collocated with NeurIPS 2018, (2018).

Peng Jiang and Gagan Agrawal, ‘A linear speedup analysis of distributed
deep learning with sparse and quantized communication’, in NIPS, pp.
2530-2541, (2018).

Sai Praneeth Karimireddy, Quentin Rebjock, Sebastian Stich, and Martin
Jaggi, ‘Error feedback fixes SignSGD and other gradient compression
schemes’, in ICML, pp. 3252-3261, (2019).

Alex Krizhevsky, Vinod Nair, and Geoffrey Hinton, ‘The cifar-10
dataset’, URL http://www.cs.toronto.edu/kriz/cifar. html, (2010).

Mu Li, Tong Zhang, Yuqgiang Chen, and Alexander J Smola, ‘Efficient
mini-batch training for stochastic optimization’, in SIGKDD, pp. 661—
670. ACM, (2014).

Youjie Li, Mingchao Yu, Songze Li, Salman Avestimehr, Nam Sung
Kim, and Alexander Schwing, ‘Pipe-SGD: A decentralized pipelined
SGD framework for distributed deep net training’, in NIPS, pp. 8045—
8056, (2018).

Yujun Lin, Song Han, Huizi Mao, Yu Wang, and William J Dally, ‘Deep
gradient compression: Reducing the communication bandwidth for dis-
tributed training’, in ICLR, (2018).

Mitchell P Marcus, Mary Ann Marcinkiewicz, and Beatrice Santorini,
‘Building a large annotated corpus of English: The Penn Treebank’,
Computational linguistics, 19(2), 313-330, (1993).

Cedric Renggli, Dan Alistarh, Torsten Hoefler, and Mehdi Aghagolzadeh,
‘SparCML: High-performance sparse communication for machine learn-
ing’, in SC, pp. 1-15, (2019).

Shaohuai Shi, Xiaowen Chu, Ka Chun Cheung, and Simon See, ‘Under-
standing top-k sparsification in distributed deep learning’, arXiv preprint
arXiv:1911.08772, (2019).

Shaohuai Shi, Xiaowen Chu, and Bo Li, ‘MG-WFBP: Efficient data com-
munication for distributed synchronous SGD algorithms’, in INFOCOM,
pp. 172-180, (2019).

Shaohuai Shi, Wang Qiang, and Xiaowen Chu, ‘Performance modeling
and evaluation of distributed deep learning frameworks on GPUs’, in
DataCom, pp. 949-957, (2018).

Shaohuai Shi, Qiang Wang, Kaiyong Zhao, Zhenheng Tang, Yuxin
Wang, Xiang Huang, and Xiaowen Chu, ‘A distributed synchronous SGD
algorithm with global top-k sparsification for low bandwidth networks’,
in ICDCS, pp. 2238-2247, (2019).

Shaohuai Shi, Kaiyong Zhao, Qiang Wang, Zhenheng Tang, and
Xiaowen Chu, ‘A convergence analysis of distributed SGD with
communication-efficient gradient sparsification’, in IJCAI, pp. 3411—
3417, (2019).

Karen Simonyan and Andrew Zisserman, ‘Very deep convolu-
tional networks for large-scale image recognition’, arXiv preprint
arXiv:1409.1556, (2014).

Sebastian U Stich, Jean-Baptiste Cordonnier, and Martin Jaggi, ‘Sparsi-
fied SGD with memory’, in NIPS, pp. 4452-4463, (2018).

Christian Szegedy, Sergey loffe, Vincent Vanhoucke, and Alexander A
Alemi, ‘Inception-v4, inception-resnet and the impact of residual con-
nections on learning’, in AAAIL pp. 4278-4284, (2017).

Jiangiao Wangni, Jialei Wang, Ji Liu, and Tong Zhang, ‘Gradient sparsi-
fication for communication-efficient distributed optimization’, in NIPS,
pp. 1306-1316, (2018).

Wei Wen, Cong Xu, Feng Yan, Chunpeng Wu, Yandan Wang, Yiran
Chen, and Hai Li, ‘Terngrad: Ternary gradients to reduce communication
in distributed deep learning’, in NIPS, pp. 1509-1519, (2017).

Jiaxiang Wu, Weidong Huang, Junzhou Huang, and Tong Zhang, ‘Error
compensated quantized sgd and its applications to large-scale distributed
optimization’, in ICML, pp. 5325-5333, (2018).

Yang You, Aydm Bulug, and James Demmel, ‘Scaling deep learning on
GPU and knights landing clusters’, in SC, pp. 1-12. ACM, (2017).
Hao Zhang, Zeyu Zheng, Shizhen Xu, Wei Dai, Qirong Ho, Xiaodan
Liang, Zhiting Hu, Jinliang Wei, Pengtao Xie, and Eric P Xing, ‘Po-
seidon: An efficient communication architecture for distributed deep
learning on GPU clusters’, in USENIX ATC 17, pp. 181-193, (2017).
Shuai Zheng, Ziyue Huang, and James Kwok, ‘Communication-efficient
distributed blockwise momentum SGD with error-feedback’, in NIPS,
pp. 1144611456, (2019).

Martin Zinkevich, Markus Weimer, Lihong Li, and Alex J Smola, ‘Par-
allelized stochastic gradient descent’, in NIPS, pp. 2595-2603, (2010).



	INTRODUCTION
	RELATED WORK
	PRELIMINARIES
	LAYER-WISE ADAPTIVE GRADIENT SPARSIFICATION
	Algorithm
	Convergence Analysis
	Notations and Assumptions
	Main Results


	SYSTEM IMPLEMENTATION AND OPTIMIZATION
	Bound of Pipelining Speedup

	EXPERIMENTS
	Experimental Settings
	Verification of Assumption 1 and Convergences
	Comparison of Convergence Rates
	Wall-clock Time Performance and Discussions

	CONCLUSION

