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Abstract. Unknown Unknowns (UUs) are a kind of test data points
on which predictive model confidence is high but the prediction in-
correct. It is crucial to identify these instances for better understand-
ing the limitation of predictive models and to avoid critical errors.
However, existing methods utilize a fixed model to identify UUs in
test data, resulting in limited performance and high cost. To address
these limitations, we propose a regional candidate selection algo-
rithm that seamlessly combines a deep neural network and humans
to identify UUs in visual data. Specifically, we identify several can-
didate regions in the data space where UUs have high probability
of being present. This is achieved by comparing labels learned by
a deep network and predictions obtained with the original classifi-
cation model. Moreover, inspired by active learning, diversity and
training loss are utilized to obtain suitable query sequences. We eval-
uate our method using a publicly available image dataset. Experi-
mental results conducted on this dataset demonstrate the improved
performance of the proposed method over different baselines under
different conditions and its robustness to noisy labels.

1 Introduction

With the rise of machine learning and artificial intelligence (AI), clas-
sification models are often deployed for various practical tasks such
as Image Classification [3], Sentiment Analysis [8] and Fake News
Detection [11]. When a predictive model is trained on a small dataset,
such data may be possibly biased by over-representing certain parts
of the data population. When such model is then used in real-
world applications, there may be cases on which the model is highly
confident about its classification while being wrong. These high-
confidence error cases are termed Unknown Unknowns (UUs). This
problem is often caused by certain items being under-represented in
the training dataset which can be, for example, dominated by white
dogs and thus creates ‘blind spots’ for the model to identify as, for
example, black dogs in a cat/dog classification task.

The UU as one kind of blind spot of the trained model, generally
stems from a gap existing between the data distribution in the train-
ing set and in the test set relative to the instances available for certain
areas of the feature space. In some domains, such as AI safety and
healthcare, UUs can become critical issues. For instance, a disease
recognition model that makes the wrong prediction with high con-
fidence for a certain patient can lead to serious consequences such
as the patient being misdiagnosed. Hence, it is important to identify
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such errors with high confidence before AI models can be deployed
to the real world.

However, due to the high confidence of the model about some of
its wrong predictions, it is unrealistic to discovery UUs efficiently
and effectively without any additional human annotation. By means
of crowdsourcing platforms such as Amazon Mechanical Turk3 or
FigureEight4, it is possible to design a human-in-the-loop solution to
identify UUs. However, in a large-scale data scenario, it would be
unfeasible to label all data by means of crowdsourcing. Therefore, in
this paper, we focus on how to identify UUs under a limited manual
annotation budget constrain.

According to Attenberg et al.’s research [1], UUs are often con-
centrated in specific areas of a predictive model’s feature space. In
their method, a crowdsourcing-based system is developed to iden-
tify these UUs based on purely manual annotations. However, a
strategy that relies entirely on humans is costly both from a time
and financial incentive point of view. To solve this issue, Lakkaraju
et al. [6] proposed a partition-based utility model to discover UUs
for any black-box classifier combining clustering and reinforcement-
learning. However, their method assumes that UUs are clustered in
certain areas of the feature space and uses a fixed reward strategy for
finding each UU sample.

Although this approach to find UUs is more efficient than manual
labelling of instances, it cannot distinguish between identified UUs
and it always provides the same reward for each found UU. Then,
Bansal and Weld [2] develop a novel coverage-based utility model
to maximize the coverage of identified UUs. In their model, they se-
lect the sample with the highest expected utility gain to be labelled
at each step and achieve better coverage results than [6]. However,
these kinds of methods identify UUs from all test data. This requires
considerable computation time and storage resources. Especially in
large-scale data scenarios, these methods often display limited per-
formances. In addition, their predictive model is fixed and its per-
formance cannot be improved as the number of discovered UUs in-
creases. In our work, we exploit the position of UUs in the feature
space to identify more UUs with limited resources.

To address these limitations, we propose a two-stage region se-
lection algorithm for accurately and efficiently identifying UUs in
visual datasets. In the first stage, benefiting from the feature extrac-
tion capability of Convolutional Neural Network (CNN), we employ
a pre-trained deep model to extract deep features of each image in
the dataset. Then, K-means is utilized to cluster these features and
to obtain cluster labels. These obtained cluster labels are compared
with the original predictive labels. The different parts of the feature
space are selected as the initialized candidate region. In this region,

3 https://www.mturk.com/
4 https://www.figure-eight.com/
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we utilize clustering entropy values to determine which data to sam-
ple first. After sorting these samples, we make use of an oracle (i.e.,
human expert labellers) to collect labels and thus to identify UUs.
Subsequently, all instances in this area of the feature space are used
to fine-tune the deep network using the same structure of the pre-
trained model. In the second stage, we employ the deep model trained
in the previous stage to predict the labels of the remaining data points
and compare them with the corresponding original predicted labels
to obtain dissimilar parts as being a new candidate region of the fea-
ture space to contain UUs. Differently from the first stage, in this
stage, we employ uncertainty, diversity, and training loss to deter-
mine the order in which to query the oracle for labels. After labels
are collected for the samples in the candidate area, these samples are
fed into the deep network to make it more discriminative and effec-
tive. We then repeat this process until the maximum number of oracle
queries (pre-defined by a given manual annotation budget) has been
reached. During the training process, the selected candidate regions
are far smaller than the whole test dataset. This can save manual la-
belling and computation time. As the process progresses, the deep
network becomes more and more discriminative after each retraining
phase and enhances its feature representation. Figure 1 illustrates the
basic framework of the proposed methodology. The main contribu-
tions of this paper are summarized as follows:

• A simple but effective region selection framework to seamlessly
integrate deep learning and active learning for efficient Unknown
Unknowns identification. With our framework, it is possible to ob-
tain more accurate Unknown Unknown detection with lower an-
notation and computation time cost.

• A novel candidate region learning strategy on a deep network to
progressively identify UUs under the supervision of human anno-
tators. In the training process, the discriminative power of the deep
network is gradually enhanced with the increase of the annotated
sample size.

• Experimental results on a benchmark dataset demonstrating state-
of-the-art performance of the proposed method on visual data.

Figure 1. The high-level CReSA framework proposed in this paper.

2 Related Work

Unknown Unknowns are data items that the predictive model is con-
fident on, but fails in classifying correctly. In [1], Attenberg et al. de-
sign a crowdsourcing-based system called Beat The Machine (BTM)
to leverage crowd workers to identity UUs via a gamification setup.
Their experimental results demonstrate that such approach is able to
identify more UUs than some variants of random sampling. How-
ever, due to the complete dependence on human annotators, BTM is
not very scalable and, thus, unpractical to be deployed in real-world
scenarios for automated discovery of UUs.

To overcome this limitation, in [6] authors propose a two-step ap-
proach, in which a non-noisy human Oracle is requested to annotate
instances with the goal of identifying UUs. Their methods are based
on the assumption that UUs are located not randomly but rather con-
centrate in a certain area of the feature space. In the first step, test
points are clustered into different groups where instances with simi-
lar feature values and similar predicted scores are put together. Then,
they utilize a multi-armed bandit algorithm called Bandit for Un-
known Unknowns (UUB) to find UUs in these groups. However, the
reward function for finding a UU in this method is fixed. This leads
to the impossibility to identify independently occurring UUs. To ad-
dress this limitation, authors of [2] designed a coverage-based utility
model to maximize data coverage while identifying UUs. Their util-
ity model is based on a custom coverage function. They proved that
a greedy strategy can find a cover within a constant factor from the
optimal, if the positions of all UUs are known in advance. In this ap-
proach, they always select the sample with the highest expected util-
ity gain to be queried first with the human annotation Oracle. This
approach achieves better coverage results than [6].

However, all the methods mentioned above rely on a perfect Ora-
cle (e.g., human experts) which may not always be available in real
world settings. Besides this, the search space over the entire dataset
can be large and thus time-consuming and annotation-heavy to ex-
plore. Furthermore, if multiple human annotators coming with vari-
ous backgrounds and biases, they may provide conflicting labels. In
such cases, these UU identification methods could be less effective
because of the existing noise and diversity in the collected labels.
In our work, we propose a deep learning based candidate region se-
lection approach to find several suitable areas of the feature space
where UUs have higher probability of being identified. This approach
allows the proposed method to achieve better performance as com-
pared to state of the art baseline UU identification approaches.

Active Learning aims to improve the generalization ability of a su-
pervised model by requiring to only label a limited number of sam-
ples in sequence rather than as a batch. Approaches in this area in-
clude Uncertainty sampling [7], Query by committee [10], Excepted
model change [9], Expected error reduction [14], and Expected vari-
ance reduction [13]. These kinds of learning frameworks mainly fo-
cus on the Known Unknown identification, that is, finding low con-
fidence cases and collect more labels for those instances in order to
increase classification confidence. This is usually done by employ-
ing various kinds of information from the predictive model to select
which data needs to be labeled by human annotators. Hence, these
methods are not applicable to identify Unknown Unknowns directly.

Deep Learning is a popular research topic in machine learning
and data mining. It consists of utilizing deep neural networks to
learn complex data representation via nonlinear functions. Many pre-
trained models such as [12, 4, 5] have been proposed to solve com-
plex vision tasks in an unsupervised scenario. Therefore, such an ap-
proach is suitable to potentially capture semantics information in im-
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age data. In the absence of category information, it is a method to
obtain some prior class distribution information over a test dataset.
In our work we use such methods to develop a rich data representa-
tion space that allows us to discover UUs.

3 Problem Statement

For any prediction task, a model M is trained on a finite number
of data items Dtrain, and applied to predict labels for items in a
test dataset Dtest ∈ Rn×d with feature Ftest = {f1, f2, ..., fn}.
For each items the model returns a class label Ltest ∈ Rn×c and
a predictive score S ∈ [0, 1], where n is the number of test data
points and c is the number of categories respectively. Our aim is to
find UUs of the model M in the test dataset Dtest using a limited
number of queries Q to an Oracle. According to the definition of
UUs by [1], the instance xi is a UU only if the predicted label Ltesti

is incorrect while the corresponding confidence value si is larger than
a pre-defined threshold γ.

As done in previous work, we assume the prediction task to be a
binary classification problem and set the positive class as the crit-
ical class where false positive errors are more costly and need to
be identified. Thereby, we need to find UUs that are predicted as a
positive class items and for which the model confidence scores are
larger than the threshold γ in the search space Dtest. Additionally,
to model noise in the labels collected from humans, we also assume
that the probability of an Oracle making mistakes (i.e., of returning
the incorrect label) is fixed to α for each instance5.

4 Methodology

In this part, we present the Candidate Region Selection Algorithm
(CReSA) for the UU identification problem and give the correspond-
ing empirical and theoretical analysis. To better illustrate the effec-
tiveness of our method, we assume that the prediction model is a
black-box and that we have no access to the training set.

4.1 Network Architecture

Our method is initialized with setting network parameters based on
the pre-trained ResNet50 model, which has been widely adopted as
the basic model in many computer vision approaches. The ResNet50
model contains one convolutional layer (Conv 1), 16 building blocks
(block1-5 x) and 1 fully-connected layer (FC 50), where each block
has three layers. In this paper, to learn corresponding categories, we
modify the network structure by replacing the last fully-connected
layer with a fully-connected layer with c hidden units to generate the
predicted classes.

4.2 Basic Learning Framework: Cyclic Learning

To quickly find as many UUs as possible, we propose a two-step
human-in-the-loop learning approach. In the first step, we utilize a
pre-trained network to extract deep features from the test dataset
Dtest = {di}ni=1. K-means clustering is then used to cluster fea-
tures Ftest together. This leads to cluster labels Lcluster and cluster
centers Ccenter , where n is the number of data points and c is the
number of classes. The number of clusters is equal to the number

5 We could also make such probability value dependent on the specific data
item to simulate, for example, the difficulty of labelling a certain item, but
we leave such an analysis for future work.

of classes. Due to the complex semantic of these features, we al-
ways obtain a high clustering performance. After that, we compare
the cluster labels Lcluster with the predicted class labels Ltest for
the original prediction model M , and thus identify dissimilarities be-
tween the two annotated sets. This will result in the candidate set
q. In the candidate set, we then utilize clustering entropy scores to
decide the order in which to query the Oracle for labels.

In the second step, we train a deep network using the candidate
set containing the labels provided by the Oracle and thus obtain pre-
diction probabilities and classification outcome for the rest of dataset
Lpredict. In the same way as in the first step, we again compare the
labels obtained from the network with the labels predicted by the
original model and obtain the set of data points on which the two an-
notations are different as the candidate discovery set. After that, we
utilize uncertainty, diversity, and training loss as indicators to deter-
mine the order in which to query labels to the Oracle for the rest data.
Meanwhile, based on the training loss, we feed the batch data from
simple to hard to classify items. Finally, we repeat these steps until
the number of elements in the candidate set becomes zero.

To sort these samples, we utilize clustering entropy in the first step,
and uncertainty, diversity and training loss in the second step to gen-
erate a ranking of instances ordered from hard to easy. The assump-
tion we make is that hard instances (which are ranked first) are cases
which can be easily misclassified and thus should be prioritized in
the label collection sequence.

Clustering Entropy

In the area of uncertainty estimation entropy is one of the most
important metrics. To determine a suitable Oracle query order for
UU discovery, we need to evaluate the randomness in the clustering
result. To effectively evaluate the uncertainty of clustering perfor-
mance, we employ clustering entropy. If the current model is uncer-
tain about its clustering decision for an instance, then acquiring a
label for such instance may be helpful in improving the model as it
contains various information that the model does not currently un-
derstand.

Considering the UU of the original model, we utilize the clustering
model information to learn which instances should be queried first
with the Oracle. In the clustering task, for any data point dj , the
prediction probability is defined as:

{pj}ci=1 =
‖fj − Cclusteri‖22∑c
i=1 ‖fj − Cclusteri‖22

(1)

To obtain the clustering entropy, we put the prediction probability
into entropy H equation:

H(fj) = −
n∑

i=1

p(fj) log(p(fj)) (2)

Then, we sort instances according to the entropy values from large to
small, and ask the Oracle for correct labels.

Classification Uncertainty and Data Diversity

Similarity to the above approach, to sort the test data, we employ
classification uncertainty values to evaluate the stability of each sam-
ple. In this paper, we use logistic regression as the prediction model.
The corresponding equation is shown as follow:

r(pred) = ‖p(c = 1|pred)− 1

c
‖

p(c = 1|pred) = 1

1 + exp(−f(pred))

(3)
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where pred is the prediction of the deep network on dataset X .
In a multi-label scenario, the uncertainty can be rewritten as:

r(x) = 1− max
class∈Class

p(class|pred) (4)

where p(c|pred) is the probability that x belongs to the class. In
this way, we can identify the most uncertain instances by sorting the
uncertainty values for each instance in descending order.

Furthermore, to evaluate the classification model effectiveness, we
compare the label of the current instance with its neighbors. If the
model assigns the correct labels to their neighbors, we could assume
the label of the current instance could also be correct.

For any instance xj , its diversity score can be represented by:

di(xj) =
1

nk

∑

xk∈N(xj ,nk)

S(Xj , Xk)I[ck == cik ] (5)

where N(xj , nc) is the nc nearest neighbors of xj in the deep fea-
tures extracted from the t-th retraining of the model, S(xj , xk) mea-
sures the Euclidean similarity between xj and xk, and I[.] is the indi-
cator function which returns 1 if the argument is true and 0 otherwise.

Self-paced Training

To effectively train the network, we employ a self-paced strategy to
feed samples from simple to hard to the deep model. This is based on
the assumption that if the loss is lower, then the sample is more likely
to be classified correctly. In the network training process, we record
the loss lxi value for each instance. In the next retraining phase, we
sort the rest of the data in ascending order based on the loss value.
The weight wx for each sample is as follows:

wxi =
1

‖lxi‖
(6)

Order Rule

The final order is represented as or(xj) = wxir(xj)di(xj)
The main steps of the proposed UU detection approach are sum-

marized in Algorithm 1.

5 Experimental Evaluation

Kaggle13: This dataset contains 25k images of cats and dogs. The
task is to classify whether an input image is a cat or a dog. In our
paper, we set the dog as our critical class. Following previous work
experimental setting [6], all black cat images are removed from the
training set to create a blind spot in the trained model and generate
UUs to be identified. Finally, the size of the test sets is limited by
random sampling 5000 images. We construct our search space on
these fixed-size test sets.

5.1 Experimental Setting

For the original model to obtain better performance on the validation
set, we utilize the deep model to extract image features, as commonly
done for image classification tasks. For an image, we utilize the sec-
ond last layer of a pre-trained ResNet50 model, which is trained on
the ImageNet dataset. Meanwhile, we apply a simple five layers CNN
with two convolution layers and three fully connected layers as our
classifier for the test data.

In our proposed method, there is one additional parameter, that
is, the number of neighbors to be considered nc, which needs to be

Algorithm 1 Candidate Regional Selection
Require:

Test dataset Dtest, prediction class label Ltest, predictive score
S and the number of classes c.

Ensure:

Candidate Set Q.
1: Initialize network parameters for ResNet50 network.
2: Extract deep feature F by ResNet, and cluster labels Lcluster

and cluster center Ccenter with K-means on the original images.
3: Obtain 1st candidate set q = {Lcluster �= Ltest} and the rest

set rq = {Lcluster = Ltest}, and sort H(F ) in decrease turn.
4: Query q with the Oracle.
5: Q ← Q+ q.
6: repeat

7: Update ResNet with Q.
8: Obtain new predictive labels PL for the rest set.
9: Update q = {Lpredict �= Lrest} and rq = {Lpredict =

Lrest}.
10: Obtain r(X), d(X), and sort or(X) in decrease turn.
11: Query q with Oracle.
12: Q ← Q+ q.
13: until Reach the maximum query time for oracle.

Figure 2. Evaluation of UU discovery performance on Kaggle13.

set. We set nc = 10, batch size s=20, learning rate lr = 1e-3 and
EPOCH=5 for all our experiments. In addition, in order to assess
the effectiveness of the proposed UU identification approach, we
compare our method with several baselines, that is, Random Sam-
pling, Least average similarity, Max Average Similarity and Most
uncertain. 1) Random Sampling: Randomly selects instances from
the test data to be queried with the Oracle. 2) Least average similar-
ity: Calculates the average Euclidean distance for each test instance
to all training instances, and chooses the instances with the highest
distance first. 3) Least maximum similarity: Computes the minimum
Euclidean distance of test data instances to all training data instances
and chooses instances with the highest distance first. 4) Most uncer-
tain: Ranks the instances in the test dataset by increasing order of the
prediction confidence as assigned by the original model. 5) UUB [6]:
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(a) 70% Sampling Rate (b) 60% Sampling Rate

(c) 50% Sampling Rate (d) 40% Sampling Rate

(e) 30% Sampling Rate (f) 20% Sampling Rate

Figure 3. UU discovery performance with the sampling rate ranging from 20% to 70%.

Combines clustering and reinforcement learning to identify UUs us-
ing a non-noisy Oracle. 6) Coverage based [2]: Discovery UUs based
on maximizing the coverage utility gains.

Next, we present experimental results looking at the effectiveness
of the proposed and baseline approaches under different conditions:
a perfect Oracle, a noisy Oracle, and multiple noisy Oracles.

5.2 Experimental Results

Perfect Oracle

In this experiment, our setting assumes all Oracles never make any
mistake (we simulate having a reliable expert for the annotation
task). Figure 2 shows the results. We can observe that our approach
achieves the best UU identification accuracy as compared to other ap-
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(a) 5% Noise Rate (b) 10% Noise Rate

(c) 15% Noise Rate (d) 20% Noise Rate

(e) 25% Noise Rate (f) 30% Noise Rate

Figure 4. Number of UUs identified by different methods at different Oracle error rates ranging from 5% to 30%.

Method Time Cost (second)
UUB [6] 36.2341

Coverage based [2] 7.3215
Our method 3.4598

Table 1. Efficiency comparison (UU identification time in seconds).

proaches. In addition, it is evident that Least Average Similarity and
Max Average Similarity outperform Random Sampling. This is be-
cause both approaches make use of extra information from the train-
ing dataset. We also find that the performance of Coverage based [2]
is similar to that of Most Uncertain and better than other methods.

Besides, we also investigate the method performance as queries
increase under different UU sampling rates. The results are presented
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(a) 5% Noise Rate (b) 10% Noise Rate

(c) 15% Noise Rate (d) 20% Noise Rate

(e) 25% Noise Rate (f) 30% Noise Rate

Figure 5. Number of UUs identified by different methods at different Oracle error rates ranging from 5% to 30% using multiple Oracles.

in Figure 3. As shown, as the density of UUs decreases the number
of UU found by all methods gradually decreases. However, due to
the discriminative capability of the adopted deep learning model, the
performance of our method always outperforms other baselines.

Noisy Oracle

To test the robustness of our approach to noisy labels (thus, sim-
ulating a crowdsourcing approach for label collection), we use the
number of identified UUs as the evaluation metric. From the result
shown in Figure 4, we can observe that the number of UUs identified
by our method is higher than that of other approaches. This shows
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(a) Threshold 65% (b) Threshold 75%

(c) Threshold 85% (d) Threshold 95%

Figure 6. Predictive confidences under different thresholds.

Sampling Rate Identification Accuracy (mean ± std)
0.7 0.7160 ± 0.0058
0.6 0.5340 ± 0.0096
0.5 0.5100 ± 0.0216
0.4 0.4140 ± 0.0096
0.3 0.2780 ± 0.0126
0.2 0.2040 ± 0.0138

Table 2. Identification accuracy with different nearest neighbors values.

that our method is more robust to a noisy Oracle. When the error rate
reaches 30%, the number of UUs identified by our method is about
320, while the UUs identified by Coverage based [2] is less than 200.

Multiple Oracles

In a crowdsourcing setting, annotations for the same instance can be
collected from several crowd workers. In this setting, we assume that
each human annotator provides the same level of annotation quality
and thus fix the label noise ratio for each worker. To test the robust-
ness of our approach to multiple noisy Oracles, we again utilize the
number of identified UUs as the evaluation metric and present the re-
sults in Figure 5. From the results, we can clearly see that the overall
accuracy of identifying UUs is lower than the single Oracle setting.
This is because in this circumstance, the issued queries are only a
third of the former setting, which leads to less instances being la-
belled. In addition, when the number of queries is less than 100, the
performance of our approach becomes worse due to the lack of cor-
rect examples in the initial training stage.

Effectiveness and Efficiency Verification

Figure 6 shows the histogram of prediction confidence for identified
UUs under different threshold values varying from 65% to 95%. We
observed accuracy values of 81.20%, 85.47%, 68.47% and 40.15%

respectively. From Figure 6, we can see that our proposed method
achieves better performance under higher threshold values. Besides,
to show the efficiency of our method, we report the average UU iden-
tification time computed over 500 executions in Table 1. These re-
sults also demonstrate the high efficiency of the proposed method.

Parameter Sensitivity

We now look at the impact of the nearest neighbors value ranging
10 to 100 in our CReSA framework on the UU identification perfor-
mance. The results on the Kaggle13 dataset are recorded in Table 2.
As shown, our framework always achieves stable performances with
low variance under different sampling rates.

6 Conclusions

We have presented a two-stage candidate region selection approach
to address the Unknown Unknowns Identification problem under var-
ious conditions (i.e., perfect Oracle, noisy Oracle, and multiple noisy
Oracles). Our experimental results show that the proposed method
outperforms other baseline methods in finding UUs.
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