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Abstract. Consumer contracts often contain unfair clauses, in apparent violation
of the relevant legislation. In this paper we present a new methodology for evalu-
ating such clauses in online Terms of Services. We expand a set of tagged docu-
ments (terms of service), with a structured corpus where unfair clauses are liked to
a knowledge base of rationales for unfairness, and experiment with machine learn-
ing methods on this expanded training set. Our experimental study is based on deep
neural networks that aim to combine learning and reasoning tasks, one major exam-
ple being Memory Networks. Preliminary results show that this approach may not
only provide reasons and explanations to the user, but also enhance the automated
detection of unfair clauses.
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1. Introduction

As the pool of services existing solely in cyberspace rapidly grows, the number of online
contracts concluded by clicking ‘I agree’ on a popup window or merely by using a given
service also grows. Be it for shortage of time or information overload, most of these con-
tracts are entered into without reading. Experiments on users reading Terms of Service
(ToS) and privacy policies have indicated that users take under a minute to scroll through
the contract before voicing their agreement, where it should have taken them at least 15
minutes to read [1]. Left to their own devices, consumers have neither the time nor the
means to analyze every online contract they enter into, not to mention manually keeping
track of any changes to the contract they are bound by. The weakness of their position
becomes even more obvious when contrasted with the massive processing power and
sophisticated machine learning algorithms used by businesses, tasked with collecting,
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processing, aggregating, and analyzing user data for the purposes of profiling, assessing
risk, predicting group behavior and supporting other forms of analysis and intervention.

As the economist Ken Galbraith noted as early as in the 1950s, effective protection
of consumers (and, more generally, of weaker parties) against the overbearing power
of big business requires not only legal regulation and public supervision, but also the
active countervailing power of consumers and their associations [2]. As the power of
big business is today largely based on advanced technologies, and increasingly on AI,
an effective social response also needs the support of AI [3]. In the consumer law and
data protection law domains, some AI-powered applications have been developed, for
instance to detect discrimination in commercial practices; extracting, categorizing and
summarizing information from privacy documents; and assisting users in processing and
understanding their contents [4]. A further contribution in this direction is provided by
CLAUDETTE, a user-end tool and web service which uses machine learning to identify
and grade potentially unfair clauses in ToS contracts. According to the Unfair Contract
Terms Directive (UCTD), a “term” or “clause” is unfair if, “contrary to the requirement of
good faith, it causes a significant imbalance in the parties’ rights and obligations arising
under the contract, to the detriment of the consumer”.2 This definition is further specified
by an Annex containing an “indicative and non-exhaustive list of the terms which may
be regarded as unfair” (art. 3.3) and by over 50 ECJ decisions [5].

CLAUDETTE was trained on a corpus of 50 terms of service contracts. These docu-
ments were annotated by lawyers who identified potentially unfair clauses and classified
them depending on the category of unfairness. Even with this small dataset, the system
was already able to achieve an average accuracy of around 80 percent in identifying po-
tentially unfair clauses when tested on new documents [6]. The training set was later
extended to 100 documents, which enabled an improvement in precision.

We are now working to enable CLAUDETTE to deal with rationales (reasons why
a clause is considered unfair), for two parallel purposes: to improve its performance in
detecting and classifying unfair clauses and to provide legal reasons why a clause is
classified in a certain way.

The tasks of linking unfair clauses and rationales is a challenging one since the dis-
tinction between unfair and fair instances of behaviour or rules is not completely the-
orized. Human analysts and decision makers usually rely on their intuition, trained on
their experience with relevant examples. However, humans are also able to provide ex-
planations for their intuitions of unfairness, appealing to standards, rules and principles,
possibly expressed by cases, and most significantly by judicial precedents. This capacity
is usually lacking in most automated classifiers [7] available today, though a number of
projects aim to improve the interpretability and the explainability of AI systems [8, 9].
Rationales are important in providing transparency and explainability, but may also play
a role in learning. Contrary to the usual assumption of a conflict between performance
and explanability, we will show that in some cases the acquaintance with explanations
can improve the performance of a classifier. This paper follows and combines the re-
sults of our earlier work. In particular, we present a new small structured corpus, con-
sisting of a knowledge base of rationales for the legal qualification of unfairness, used
as a support for reasoning; some experimental results obtained by applying a new deep
neural network model; and the extension of the classification task to a more informative
classification of such clauses, now supported by forms of reasoning on context.

2See the Council Directive 93/13/EEC on Unfair Terms in Consumer Contracts, art. 3 (1).
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2. Methodology

Legal experts can detect unfair clauses by relying on multiple sources of knowledge,
such as the applicable legal regulations, the relevant judicial cases, their trained common
sense. They also use these sources also for generating rationales (explanations). While a
system aimed at recognizing unfair clauses cannot be expected to reason like a lawyer, it
should however be expected to provide results that match the assessments that a trained
lawyer would give after carefully reading the document containing such clauses.

In CLAUDETTE we have adopted a supervised machine learning approach, based
on a training set of documents annotated by domain experts [6]. The system compares
clauses classified as fair or unfair, and, based on such a comparison, it develops its im-
plicit concept of unfairness. Such an approach has delivered very encouraging results, as
noted above. However, the legal knowledge used by the system is restricted to the anno-
tations (category and unfairness level) provided by the experts, which does not directly
point to the rationales behind the annotations.

The aim of this work is to study whether the introduction of explicit domain knowl-
edge, in particular a KB of rationales, can further improve the performance of our sys-
tem, by enabling it to exploit rationales for unfairness in a forward-looking way. This
corresponds to the idea that human lawyers use rationales not only to provide explana-
tions for intuitions of unfairness, but also to guide such intuitions, pointing to general
features relevant to unfairness, that may be shared by other similar clauses.

To provide a computable model for the forward-looking use of rationales we rely
on a particular category of deep learning models, denoted as memory augmented neural
networks (MANNs) [10, 11]. MANNs are a type of a recurrent neural network (RNN)
that introduces an external memory block as a support for reasoning. Given an input,
the model checks whether the memory contains some slot that is related to that input
(e.g., through a similarity measure). Subsequently, the memory content is extracted and
coupled with the given input to accomplish the classification task. Formally, we can dis-
tinguish between two phases: (i) the memory addressing sub-process, where the network
computes some representation of the input to operate with the memory; (ii) the reason-
ing sub-process, where the new content is distilled for the resolution of the task. In our
domain, the first step consists in comparing the clause to be evaluated with the relevant
rationales in the memory, whereas the second step is to use the rationales to assess the
category and the level of unfairness of the clause.

MANNs have been widely used for complex tasks where reasoning about the context
of the given inputs plays a key role: question answering [12, 13, 14, 15], sentiment anal-
ysis [16], reading comprehension [17, 18, 19], graph analysis and navigation [20, 21]. In
this paper we initially explore a simple variant [12] of the general concept of MANNs,
named end-to-end memory network, since all the core operations (memory addressing
and reasoning) are differentiable, and thus the model can be trained just like any other
deep network. In the context of consumer contracts, we define the task of unfair clause
detection as a binary classification task [6], where a given input clause can be labelled as
either fair or (potentially) unfair.

The knowledge base stored in the memory consists of a fixed collection of possi-
ble rationales for unfairness. These rationales were provided by legal experts, based on
their experience or on the case law (see Section 3), and linked by the same experts to the
clauses they apply to. When analyzing an input clause, the system accesses the knowl-
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Figure 1. Architecture of the proposed model for unfairness detection. Each given input clause to be classified
is firstly compared with the memory block via a similarity metric. By doing so, pertinent content is extracted
from the memory and coupled with the input clause. Subsequently, based on the chosen fixed amount of read
iterations, the model either repeats the procedure described so far with the newly modified input, or uses content
gathered so far to produce a prediction via a dedicated answer module.

edge base to retrieve the rationales that best match such input. Note that the system can
relate each potentially unfair statement to multiple rationales. The links between state-
ments and rationales established by the system provide a simple criterion for qualitative
analysis of the model. In particular, if clause-rationale links were given for some samples,
it would be possible to compare such references made by the experts with those made
by the MANN. In broad terms, the method employed by the MANN to classify a given
input clause is as follows. The MANN iteratively performs reading operations based on
a similarity metric between each memory slot and the input clause. Subsequently, the
MANN extracts memory content by combining all memory slots, and attributing to each
slot a weight proportional to the similarity score. Next, the extracted content is added to
the current input to build a representation that can possibly be distilled as a new input
for another iteration (reasoning phase). In this way, past iterations are always taken into
account during memory reading. Eventually, after the last memory iteration, the network
operates on the distilled input to predict a fair/unfair label. Note that the same memory
slot may be read multiple times in order to properly exploit its content, since a distribu-
tion of weights is applied to the whole memory block. Figure 1 illustrates the architec-
ture.

3. The Dataset

In our previous research[6], we produced a dataset consisting of 50 relevant online con-
sumer contracts, i.e., Terms of Services (ToS) of online platforms. The dataset now con-
sists of 100 ToS. Such contracts were selected among those offered by some of the major
players in terms of global relevance, number of users, and time the service was estab-
lished. To train the ML classifier, these ToS were analyzed and marked in XML. We fo-
cused on eight categories of clauses, which most often are unlawful or unfair, i.e., clauses
establishing: (1) jurisdiction in a state different from the consumer’s; (2) choice of a law
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other than the consumer’s; (3) limitation of provider’s liability; (4) provider’s right to
unilaterally terminate the contract and/or access to the service; (5) provider’s right to uni-
laterally modify the contract/service; (6) arbitration on disputes arising from the contact;
(7) provider’s right to unilaterally remove consumer content from the service, including
in-app purchases; (8) acceptance of contract by the mere use of the service, even when
the consumer has not read the contract or explicitly agreed to it [6]. As reported by [22]
and as our research indicates [5], such categories are widely used in ToS for online plat-
forms. For the purposes of this study we focused on limitation of liability (LTD). Clauses
falling under this category stipulate that the duty to pay damages is limited or excluded
for certain kinds of losses and under certain conditions. One reason for focusing on lim-
itation of liability is that LTD is the category for which we have the largest number of
problematic clauses in our dataset. More precisely, our corpus contains a total of 21,063
sentences, 674 of which contain a potentially or clearly unfair clause (note that the total
number of sentences containing a potentially unfair clause, in any category, is 2,346).
In particular, clauses excluding liability for broad categories of losses or causes of them
were marked as potentially unfair, including those containing blanket phrases like “to the
fullest extent permissible by law”. Conversely, clauses meant to reduce, limit, or exclude
the liability for physical injuries, intentional harm, or gross negligence were marked as
clearly unfair [6, 5]. The second observation concerns the particular difficulty of detect-
ing unfair LTD clauses. Our classifier has shown lower performance on such clauses in
comparison to other categories [6]. Moreover, focusing on a single category of unfair-
ness makes it easier to circumscribe a dedicated knowledge base for testing the MANNs.
However, this does not affect the significance of our experiments, since unfair limitation
of liability can be identified on the basis of several different rationales.

An initial analysis enabled us to identify 21 legal rationales for (potentially) unfair
limitation of liability, which map different questionable circumstances under which the
ToS reduce or exclude liability for losses or injuries. For each rationale we defined a
corresponding identifier [ID]. The rationales have been formulated by two independent
legal experts, each adopting different approaches. The first approach was more synthetic,
and produced a smaller number of broad grounds of unfair exclusion of liability (Ta-
ble 1). The second approach was more analytical, and produced many explanations, each
describing multiple kinds of unfairly excluded losses or damages (Table 2). The two lists
of rationales were then merged and used together for running the experiments.

Table 1.: Legal rationales for the legal qualification of unfairness (synthetic approach).

ID Legal Rationale

blanket phrase The limitation of liability uses a blanket phrase to

the fullest extent permissible by law, any indirect

or incidental damages, liability arising out of or in

connection with these Terms or similar.

srv con liab Liability is excluded in cases related to availability,

usability or legality of service, website and/or user’s

content.

vir malware Liability is excluded for data loss, corruption or damage

whether caused by viruses, trojan horses, malware or other

malicious activity.

physical harm Liability is excluded also in cases of physical or personal

injuries.

third party Liability is excluded for the actions and/or services of

third parties.
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Table 2.: Legal rationales for the legal qualification of unfairness (analytical approach).

ID Legal Rationale

extent since the clause states that to the fullest extent

permissible by law the provider is not liable.

discontinuance since the clause states that the provider is not liable

for any technical problems, suspension, disruption,

modification, discontinuance, limitation of services and

features.

compharm since the clause states that the provider is not liable

for harm or damage to hardware and software, including

viruses, worms, trojan horses, or any similar contamination

or destructive program.

anydamage since the clause states that the provider is not liable for

any special, direct and/or indirect, punitive, incidental or

consequential damage, including negligence, harm or failure.

amount since the clause states that the compensation for liability

or aggregate liability is limited to, or should not exceed,

a certain amount.

thirdparty since the clause states that the provider is not liable

for any action taken from third parties or other people,

including service and products, material and link posted by

others.

security since the clause states that the provider is not liable for

any damage deriving from a security breach, including any

unauthorised access.

disclosure since the clause states that the provider is not liable

for damages resulting from disclosure of data and personal

information.

reputation since the clause states that the provider is not liable for

reputational and goodwill damages or loss.

anyloss since the clause states that the provider is not liable for

any loss resulting from the use of the service and or of the

website, including lost profits, data, opportunity.

awareness since the clause states that the provider is not liable

whether or not he was, or should have been, aware about the

possibility of any damage or loss.

contractfailure since the clause states that the provider is not liable for

any failure in performing contract and terms obligations,

breach of agreement.

unilateral since the clause states that the provider is not liable for

any unilateral change or unilateral termination.

dataloss since the clause states that the provider is not liable for

any loss of data.

grossnegligence since the clause states that the provider is not liable for

gross negligence.

injury since the clause states that the provider is not liable for

personal injury and death.

Each unfair limitation of liability clause in the training set has been indexed with
on or more identifiers of rationales that apply to the specific clause. As an example con-
sider the following clause taken from the terms of service of Badoo (last updated on 11
September 2018) and previously classified as potentially unfair:

To the fullest extent permitted by law, Badoo expressly excludes:all

conditions, representations, warranties and other terms which might otherwise

be implied by statute, common law or the law of equity; and any liability
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incurred by you arising from use of Badoo, its services or these Terms,

including without limitation for any claims, charges, demands, damages,

liabilities, losses or expenses of whatever nature and howsoever direct,

indirect, incidental, special, exemplary, punitive or consequential damages

(however arising including negligence), loss of use, loss of data, loss caused

by a computer or electronic virus, loss of income or profit, loss of or damage

to property, wasted management or office time, breach of contract or claims

of third parties or other losses of any kind or character, even if Badoo has

been advised of the possibility of such damages or losses, arising out of or in

connection with the use of Badoo.

The clause above has been linked to the following identifiers one the analytical ap-
proach: ID: extent, anydamage, compharm, anyloss, awareness, contractfailure,

dataloss. Conversely, on the synthetic approach, the clause has been associated to the
following ID: blanket phrase, vir malware. The link between rationales and clauses
will be used in future experiments to instruct the system so that it can provide an expla-
nation for the unfairness of particular clauses.

4. Experimental Results

Our experiments use the proposed dataset of consumer contracts, focusing solely on LTD
clauses. We employ a 10-fold cross-validation as both an evaluation and a calibration
method for our models of interest. In particular, the whole corpus is first split into 10
subsets, named folds. Each fold is then used, in turn, as the test set, whereas the union
of the other folds is further split into a training set and a validation set, exploited for
hyper-parameter tuning. Concerning calibration, we consider two simple baselines that
were also tested in some of our previous work [6] about unfairness detection in consumer
contracts: (i) a network comprised of stacked recurrent neural network layers, a variant
of RNNs referred to as Long Short-Term Memory network (LSTM), used extensively
in the deep learning community; and (ii) a network defined as a stack of convolutional
neural networks (CNNs). Moreover, we consider the current state-of-the-art solution for
this task [6], featuring at its core a Support Vector Machine (SVM). Among all these
models, the MANN is the only one that leverages an external knowledge base. The only
input of LSTM, CNN, and SVM is the clause to be classified.

The memory network we propose follows the architecture described in [12] with
minimal differences. With respect to the system illustrated in Section 2, the model per-
forms six iterations over the memory before producing an answer. Qualitative analysis
of this behaviour is reported below. Just like in [12], the similarity operation between the
input clause and each content stored in memory is implemented as a simple dot prod-
uct between the two sentence-embedding vectors, numerical representations of the cor-
responding texts. Far more complex implementations have been adopted in the litera-
ture [13, 20, 23, 24, 25], and we will consider them in future extensions. For the present
study we decided to adopt the simplest similarity operation, because of the exploratory
nature of our investigation. Once extracted, the distilled memory vector, defined as the
weighted sum of read contents, is summed with the current input and used as input for
the next iteration, as shown in Figure 1. As a last stage, a stack of fully connected layers
is used to predict the classification label, given the latest memory-enhanced input.

To account for performance variations due to different initial configurations, we ad-
dress model stability by repeating the cross-validation routine a sufficient amount of
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Table 3. Results on 10-fold cross-validation. Performance measures are macro-averaged.

Model Precision Recall F1

Baseline LSTM 37.55 88.93 51.51
Baseline CNN 43.43 87.90 56.27

Memory Network 68.36 84.31 64.33

State of the art SVM 52.52 81.57 63.7

times. In our experimental setting we fix the number of repetitions to 10. In this way, it
is possible to gather insight about performance variance and select at the same time the
best-performing results. Input sensitivity is a crucial factor for detection systems, espe-
cially when the task is centred on infrequent or hard-to-detect anomalies. Furthermore,
models were early stopped based on validation loss scores. Hyper-parameters calibration
was accomplished via the same evaluation method, but without repetitions.

Table 3 reports the results of the proposed experimental setting. In particular, for all
the models we report precision, recall, and F1 scores, macro-averaged over the ten folds.3

From the collected results, it is evident that baseline models that exclusively leverage
the input-clause content fail to correctly classify the majority of legal violations in con-
sumer contracts. On the other hand, the MANN model shows a strong improvement in
performance with respect to the baselines. This indeed corroborates the rationale that
background knowledge is a crucial element for this task. The proposed model exploiting
an external memory shows even slightly better results than the state-of-the-art SVM.

Differently from other described architectures, modelling explicit comparison in
memory networks presents the advantage of directly visualizing the interaction level of
the model with respect to its memory blocks. This opens up the possibility of understand-
ing what the model believes to be useful for the detection task. As an example, Figure 2
shows the overall memory usage over all folds. It is clear that the model does not exploit
all the memory slots equally. The most used memory is the one stating “The limitation
of liability uses a blanket phrase like to the fullest extent permissible by law, any indirect
or incidental damages, liability arising out of or in connection with these terms, or sim-
ilar”, which is one of the most general explanations, also providing several examples.
Overall, the eight most used memories account for over 45% of the cases labeled by our
experts, which is very interesting, since we point out that no information about which
explanations were linked to which clauses was given during training. The latter would be
called a strong supervision for memory networks, and we plan to use it in future work.

5. Conclusions

This paper investigates the use of memory-augmented deep learning models, for the
automated detection of potentially unfair clauses, with a focus on limitation of liability.

This study was motivated by two main goals. The short-term goal was aimed at ver-
ifying whether the use of a knowledge base of rationales can improve the system perfor-
mance in unfairness detection, while improving the reliability of the classification task.
Our results are very encouraging: using a relatively small set of rationales, and no infor-
mation about the link between explanations and clauses, the proposed MANN markedly

3For all the neural models, we have exploited multi-start by training ten different networks for each fold,
and selecting the best network for each fold according to the validation performance.
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Figure 2. Cumulative memory distribution across all test folds. Slots never selected are not shown.

outperforms other neural models, while slightly improving over the state-of-the-art SVM.
Moreover, memory-enhanced architectures inherently allow qualitative in-depth analy-
ses of the model’s behaviour, facilitating task-related investigations concerning relevant
issues, such as trustworthiness and stability. Nonetheless, further steps are required, such
as the annotation of memory targets for each input clause, to be exploited both to train
the model towards task objectives, and to directly assess behaviour comparison. We are
also working on the construction of a larger knowledge base of rationales relatively to
other categories of unfair clauses, with the intention of improving training.

In the future, we plan to exploit the memory-enhanced architecture proposed in
this study so as also to provide meaningful and trusted explanations for the users of
CLAUDETTE, namely consumers, their organisations, and enforcement authorities.
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