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Abstract. With the rapid expansion of industrial IoT (IIoT), maintaining robust 

cybersecurity is essential for the smooth operation of industrial processes. Industrial 
environments require adaptive solutions to effectively mitigate evolving cyber 

threats and protect sensitive operations. This research aims to improve the 

cybersecurity of industrial IoT environments. The research intends to design and 
implement an adaptive and real-time intrusion detection system with edge 

computing integration that improves the reliability of the operations in industrial 

IoT. We incorporated machine learning approaches to classify cyber threats using 
XGBoost and Deep Neural Networks (DNN). A comparative analysis of results 

obtained from two datasets shows that the XGBoost model was slightly more 

accurate than the DNN model, with an accuracy of 79% for dataset D1 and 
approximately 99.42% for data set D2. This analysis also clearly demonstrates the 

usefulness of these machine learning approaches and the need to select a model 

depending on the requirements for detecting particular attacks. Confusion matrix 
analysis shows that both models have several advantages in terms of recognizing 

different types of cyber threats.  

Keywords. Intrusion detection system, industrial IoT, machine learning, neural 

network, cybersecurity. 

1. Introduction 

Industrial Internet of Things (IIoT) is the application of Internet-connected devices and 

sensors in industries to drive improvements in efficiency and effectiveness. Industrial 

IoT targets industries include manufacturing, energy, logistics, and smart city industries 

where big data is gathered from machines, tools, and equipment [1]. For example, in 

smart grids, IIoT helps the utilities to manage the consumption of electricity as well as 

distribution in smart cities like Amsterdam by conducting research on the smart meters 
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and sensors [2]. Edge Computing is an IT solution that distributes computation processes 

and keeps locally data processing and storage to reduce latency and bandwidth [3]. In 

the case of IIoT, edge computing is beneficial as it facilitates decision-making on the 

real-time data collected at the operational sites of industries [4]. These features include 

the ability to respond quickly to data sources, data security, and the need to rely less on 

the central cloud data centers [3]. For example, in a manufacturing plant, far-end devices 

can obtain data on the running equipment and identify errors that, if corrected locally, do 

not need to be sent to the cloud system. Some of the participant firms that integrate edge 

computing in their IIoT systems include Siemens and Honeywell to strengthen 

production, equipment control, and minimize disruptions [5], [6].   

Intrusion attacks in IIoT are highly dangerous to critical industrial sectors like 

manufacturing industries, power stations, and transportation networks [7]. These attacks 

can begin with simple hacking, data theft, or more complex attacks that affect operations, 

compromise safety, and result in major economic losses and include distributed denial 

of service (DDoS) and advanced persistent threats (APTs) [8], [9], [10], [11]. As the 

number of connected IIoT devices grows, conventional security measures fail to cope, 

thus the importance of intrusion detection systems (IDS). Among these trends, machine 

learning (ML) and neural networks (NNs) are regarded as the most suitable trends in 

modern IDS development owing to their flexibility and adaptiveness [12], [13], [14].  

There are rising security challenges prevalent in IIoT systems. With the industries 

and other sectors extending their devices and sensors to run critical operations, the 

instances of cybercrime such as data breaches, DDoS, and malware have increased, 

which is a threat to important services and has incurred huge financial and machinery 

losses. Most of the current security measures are inadequate in addressing the challenges 

posed by IIoT systems in terms of the increasing data intricacy and the volume of data. 

This study aims at filling these gaps through the development of a more intelligent and 

efficient IDS that incorporates the application of machine learning and neural networks. 

Edge computing is necessary to achieve fast feedback and reduce response time and 

latency in data processing closer to IIoT devices to begin and mitigate the attack. 

Through this, the study targets multiclass classification on several datasets so that the 

developed IDS will be able to detect various types of attacks, making it relevant for 

different industries. The main findings of this research work are as follows:  

� We proposed a framework that is tailored to the problem of intrusion detection 

in IIoT networks. 

� We incorporated machine learning and neural networks models in the proposed 

framework to improve the efficacy of intrusion detection, which enables the 

multiclass classification of the different types of attacks. 

� The proposed study utilizes edge computing principles in that it processes data 

close to the source, decreasing latencies and bandwidth consumption and 

increasing the possibility of real-time analysis and faster detection of intrusions. 

� The system is designed to handle multiple datasets and classify a wide range of 

intrusion types, improving the flexibility and applicability of the IDS across 

different IIoT environments. 

� By combining machine learning, neural networks, and edge computing, the 

system offers real-time detection and proactive prevention of security threats in 

IIoT systems. 
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The remaining part of the paper is highlighted as follows: Section II provides related 

work. Section III describes the proposed framework. Section IV delivers experiments, 

results, and discussion, while Section V concludes the article. 

2. Related Work 

We reviewed the existing studies in respect of IIoT, edge computing and intrusion 

detection systems.  

Industry 4.0, or the IIoT, presents manufacturing enterprises with significant 

opportunities and risks in terms of financial performance [1], [15]. In [1] conducted a 

literature review and an expert interview to explore the recent innovation in emerging 

technologies for manufacturing change and the necessary requirements and strategies 

that manufacturing firms in emerging economies have to adopt to realize this 

transformation. The research constructed a comprehensive understanding of factors 

related to IIoT and discovered research directions to enhance the IIoT transition agenda. 

Many industries incorporate cloud resources and its services to get the related advantages 

[15]. Almost all the industrial applications incorporate many power-sensitive devices 

that produce a massive amount of data. This data is referred to as IIoT data and 

encompasses multi-dimensional information within its pool. Such a massive database is 

required to be processed carefully to provide fundamental solutions that could revive the 

system and enhance its performance [1], [15]. 

The IIoT can be considered a major research subfield of the IoT [9]. The study in [9] 

includes a review of the literature related to IIoT security, with an emphasis on the years 

2017-2023. The authors outline IIoT security threats and categorize them according to 

the layer through which attackers launch these threats. The authors also describe the 

security requirements that are violated by these attacks. They discuss how the IIoT can 

utilize new technologies like AI and edge/fog computing to tackle security issues and 

improve IIoT security. 

IDS are designed to prevent some of the worst kinds of intrusions. IDS works in real 

time to scan the environment to identify intrusion [16]. It is worth pointing out that the 

openness of the connection of the devices in the IoT invites cyber incidents [17]. The 

study in [17] presents a novel next-generation cyber-attack prediction framework for IoT 

systems. The framework employs the multi-class support vector machine (SVM) and 

improved CHAID decision tree machine learning techniques. IoT traffic is then analyzed 

for different types of attacks using a multi-class support vector machine. The SVM model 

is then tuned using the CHAID decision tree that identifies the most important attributes 

for the classification of attacks. The effectiveness of the proposed framework was tested 

on the real dataset of IoT traffic. The results show that the attacks can be classified 

correctly by using the proposed framework. The framework may identify which 

attributes are most important for attack classification to improve the precision of the 

SVM model. The proposed technique deals with network traffic parameters that may be 

indicators of cyber threats in IoT networks and affected network nodes. The study 

presented in [18] proposes a robust deep learning model referred as AttackNet for the 

detection and classification of botnet attacks in IIoT. The model is evaluated using the 

latest dataset and standard performance evaluation metrics, demonstrating its ability to 

protect IIoT networks with a testing accuracy of 99.75%, a loss of 0.0063, precision 

and recall score of 99.75% and 99.74% respectively. Their presented model 

demonstrates superior accuracy, particularly within the N_BaIoT dataset [18]. 
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3. Edge-Integrated IDS Framework for Multiclass Intrusion Detection in IIoT 

The proposed framework as described in figure 1, offers a rich framework for the 

prevention of intrusion attacks. The framework is to ensure an IIoT environment that 

works with two datasets, one containing normal network traffic and device behavior and 

the other containing attack scenarios. These datasets mimic intrusion attacks, including 

DDoS, unauthorized access, and malware, which are applied to the IIoT environment. 

The process starts with data gathering from several IIoT devices, where both legitimate 

and anomalous behavior is observed. Before the actual evaluation of analyzed data, some 

steps are performed, known as pre-processing, and the most important of them is the data 

cleaning and normalization as well as feature extraction. Preprocessing is beneficial in 

getting the data ready for the various machine learning and NN models that follow. The 

proposed framework uses machine learning and neural networks for intrusion detection. 

In the machine learning pipeline, we used XGBoost model because of its effectiveness 

in dealing with the structured data and its effectiveness in identifying complicated 

patterns that point to cyber threats. In parallel, in the neural network pipeline, a Deep 

Neural Network (DNN) is applied to further unveil complex correlations in the data for 

the model to identify complex and new forms of attacks. Edge computing is incorporated 

into the suggested framework for performing data processing near the data generation 

point or within the IIoT devices and local edge nodes. This significantly reduces latency, 

enhances response time, and addresses the issue of bandwidth that would be needed if 

big data was to be sent to a central cloud. Because all the computations are done locally, 

the system is capable of providing an immediate reaction to potential threats that are 

crucial for the protection of critical industrial procedures. In the last step of the proposed 

IIIoT protection system, data-driven decision making is done, where results from 

machine learning and the neural network models are used to determine the best course 

of action to protect the IIoT environment. This makes it possible for the system to change 

and learn from new threats with a corresponding optimization of the system operational 

performance by taking immediate action on the detected anomalies. The combined 

application of edge computing improves the system’s capacity to deliver timely, efficient, 

and flexible intrusion detection across various IIoT deployments. 

3.1 Algorithm for IDS with Multiclass Classification Across Multiple Datasets in 
Industrial IoT 

Algorithm 1 gives the steps for deploying IDS in an IIoT setting by using machine 

learning and artificial neural networks employed in edge computing. The first process of 

the algorithm is to collect data from the IIoT devices and to preprocess the data for 

removing inconsistencies, normalizing, and making it ready for analysis. The raw data 

collected is preprocessed, and then the data are forwarded to edge nodes for real-time 

processing. The framework utilizes two models: XGBoost and Deep Neural Network 

(DNN). In real-time mode, the actual data is input through both the models. Depending 

on what the final detection reveals, the system generates responses; it can be an alert or 

countermeasure against the threat. It also enables frequent evaluation of the models to 

provide a reaction to the new threats, and, as a result, the algorithm is also scalable and 

robust enough to protect important IIoT systems. 
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Figure 1: Edge-Integrated IDS Framework for Multiclass Intrusion Detection in IIoT 

Algorithm 1: IDS for Multiclass Classification across Multiple Datasets in Industrial IoT 
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3. Output:   Real-time decisions O(t) on intrusion status at time t 
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4. Experiments, Results and Discussions 

In this study, we evaluate the performance of our proposed IDS using two models: 

XGBoost and Recurrent Neural Network (RNN), applied to two datasets, D1 and D2. 

We have used the dataset NF-ToN-IoT-V2 [19] as D1 and dataset Edge-IIoTset Cyber 

Security Dataset of IoT & IIoT [20] as D2. Both the datasets are publicly available on 

Kaggle platform. The dataset D1 is from the NFV2-collection compiled by the 

University of Queensland to eliminate challenges of compatibility in network security 

datasets to allow for scalability. It is an integrated dataset that aims to replicate the actual 

IIoT context and includes data of IoT sensors, operating systems, and network traffic. It 

is labeled for a number of cyber security incidents, including distributed denial of service 

(DDoS), ransomware, and others. It consists of normal and attack traffic, making it ideal 

for training machine learning algorithms for intrusion detection and other security-

related purposes. The dataset D2 is a well-conceived dataset for cybersecurity in the IoT 

and IIoT realms. It encompasses a broad spectrum of IoT/IIoT network activities and 

offers a variety of labeled data to identify security threats and abnormalities. This dataset 

is particularly useful in training and testing machine learning models that can be used in 

areas such as intrusion detection, categorization of cyber-attacks, and detection of 

anomalies in different IoT/IIoT network scenarios. 

The evaluation measures that are used to determine the performance of the models 

include precision, recall, F1 measure, and accuracy measures, which you look at to get 

to know the predictive nature of the models. We also used confusion matrix to display 

the performance of the models. The procedure of the experiment includes data 

preparation and feature scaling of the datasets and model training on the corresponding 

test samples of D1 and D2. This comprehensive setup will allow evaluating the IDS 

framework proposed in this paper in detecting intrusions in IIoT scenarios and compare 

the XGBoost and RNN models’ strengths when working with multiple datasets. 

In Table 1, the comparison of the performance between XGBoost and DNN on 

Dataset D1 shows that XGBoost yields a better result than DNN for most classes, 

including DOS, injection, and password attacks. Precision and recall values according to 

F1-score are high for benign traffic 1.00, backdoor 1.00, and ransomware 1.00. DNN 

fails in several cases, including DOS, scanning, and XSS, and has zero recall, which 

significantly drops the macro and weighted averages. This difference shows that 

although DNN can be used for identifying normal traffic, it is significantly less effective 
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for certain forms of malicious traffic, which might restrict its effectiveness in strong 

anomaly detection systems. As it can be seen from Table 2, even for dataset D2, both 

XGBoost and DNN yield nearly perfect accuracy of around or more than 99% for most 

of the classes. XGBoost stays slightly ahead, especially in identifying classes such as 

port scanning and ransomware, for which DNN has slightly lower recall and F1-scores. 

The proposed DNN achieves reasonable accuracy and reasonably high precision, recall, 

and F1-scores for important classes, including DDoS_TCP and DDoS_HTTP. The high 

accuracy achieved by both models in Dataset D2 is due to the relatively simpler attacks 

to detect as opposed to those in D1, for which DNN proved to have blind spots in specific 

classes. 

When comparing the results from both Table 1, using the D1 dataset, and Table 2, 

using the D2 dataset, both models have high precision, recall, and F1-score on dataset 

D2 for each class in the model assessment, and XGBoost and DNN outcompeted all other 

models.  

Table 1: Classification report for Dataset D1 

Class 

Precision Recall F1-score Accuracy 

XGBoost DNN XGBoost DNN XGBoost DNN XGBoost DNN 

Benign 1.00 0.98 0.99 0.97 1.00 0.97 

0.79 0.70 

dos 0.80 0.00 0.97 0.00 0.88 0.00 

injection 0.65 0.60 0.48 0.89 0.55 0.72 

ddos 0.97 0.74 0.63 0.76 0.76 0.75 

scanning 0.65 0.00 0.65 0.00 0.65 0.00 

password 0.47 0.32 0.53 0.14 0.49 0.19 

mitm 0.97 0.56 0.97 0.03 0.97 0.06 

xss 0.53 0.00 0.66 0.00 0.59 0.00 

backdoor 1.00 1.00 1.00 0.98 1.00 0.99 

ransomware 1.00 0.00 1.00 0.00 1.00 0.00 

Macro Avg 0.80 0.42 0.79 0.38 0.79 0.37 

Weighted Avg 0.80 0.62 0.79 0.70 0.79 0.65 

Table 2: Classification report for Dataset D2 

Class 

Precision Recall F1-score Accuracy 

XGBoost DNN XGBoost DNN XGBoost DNN XGBoost DNN 

Backdoor 1.0000 1.0000 0.9367 0.9853 0.9673 0.9926 

0.9942 0.9931 

DDoS_HTTP 0.9934 0.9916 1.0000 1.0000 0.9967 0.9958 

DDoS_ICMP 1.0000 1.0000 1.0000 0.9993 1.0000 0.9997 

DDoS_TCP 1.0000 1.0000 1.0000 0.9881 1.0000 0.9940 

DDoS_UDP 0.9997 1.0000 1.0000 1.0000 0.9998 1.0000 

Normal 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 

Password 0.9990 1.0000 0.9930 0.9818 0.9960 0.9908 

Port_Scanning 0.9965 0.9435 1.0000 1.0000 0.9983 0.9710 

Ransomware 0.9448 0.9985 0.9863 0.9673 0.9651 0.9827 

SQL_injection 1.0000 0.9900 1.0000 0.9990 1.0000 0.9945 
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Uploading 0.9880 0.9995 1.0000 0.9990 0.9940 0.9992 

Vulnerability_s

canner 
0.9970 0.9964 0.9995 0.9787 0.9983 0.9875 

XSS 0.9995 0.9796 0.9960 0.9965 0.9978 0.9880 

Macro Avg 0.9937 0.9922 0.9932 0.9919 0.9933 0.9920 

Weighted Avg 0.9943 0.9934 0.9942 0.9931 0.9941 0.9932 

 

It is revealed that XGBoost is slightly more accurate and precise than DNN, 

particularly in different classes such as port scanning and ransomware, for which DNN 

has lower recall values. This suggests that dataset D2 may contain more identifiable 

attack patterns, which could enable both models to make better predictions. The high 

level of accuracy in the classification of benign traffic and other simple attacks such as 

DDoS and SQL injection also demonstrates that Dataset D2 is less complex than Dataset 

D1. 

Figure 2 and Figure 3 show the performance of XGBoost and DNN on Dataset D1. 

Both models have high prediction strength in identifying the Benign class and the 

Injection class, with XGBoost showing better overall accuracy across some attack classes.  

 

Figure 2: Confusion matrix for XGBoost with dataset D1 
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Figure 3: Confusion matrix for DNN with dataset D1 

According to Figure 2, which is heavy on the benign, injection, and backdoor attacks 

(presumably resulting in greater miss-classifications), the XGBoost model can do a better 

job than other models. Still, a bit of confusion exists while classifying similar classes 

like DDoS and Scanning, as hundreds of instances are misclassified between these two 

classes. On the other hand, in Figure 3(DNN), again the model does well on benign and 

injection classes, but their performance dropped down mainly for rare attacks such as 

DOS, scanning, and MITM. For these attacks, the failure rate is higher in the DNN model 

than XGBoost; this could mean specific patterns of certain attack types are hard to 

distinguish by the neural network, particularly if their feature distributions overlap. 

Which means that DNN is technically more robust, but XGBoost provides higher overall 

precision and better ability to handle specific (small size) classes, particularly in 

detecting more subtle types of attacks. In general, both models work well for bigger 

classes, but XGBoost seems to do better at more diverse attack types. 

Figures 4 and 5 present the confusion matrices for the XGBoost and DNN models 

applied to dataset D2, respectively, showcasing their performance in multiclass 

classification tasks related to network intrusion detection.  
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Figure 4: Confusion matrix for XGBoost with dataset D2 

 

Figure 5: Confusion matrix for DNN with dataset D2 

Figure 4 reveals that the model has effectively classified most instances across 

various attack types, particularly excelling in detecting the Normal and SQL_injection 

classes, which have the highest true positive counts. However, it does show some 

challenges, particularly with the Ransomware and Uploading classes, which experience 

several misclassifications. This can be attributed to the inherent complexities of these 

classes, as they often share features with other types, leading to confusion. In contrast, 

Figure 5 (DNN) exhibits an overall strong performance, with particularly high accuracy 

in identifying Normal traffic, similar to the XGBoost model. However, the DNN 

struggles more with distinguishing Backdoor and XSS attacks, as evidenced by the 

higher false positive rates in these categories. This suggests that while DNNs can model 
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intricate relationships in data, they may require further tuning or additional data for 

effective differentiation among closely related classes. The comparative analysis 

indicates that while both models perform well, they exhibit different strengths and 

weaknesses. XGBoost appears more reliable in identifying certain attack types, while the 

DNN shows a more balanced performance across various classes. 

The comparative analysis of the XGBoost and DNN model results in the proposed 

framework for cybersecurity in Industrial IoT shows notable characteristics that stress 

the merits and demerits of each method. For Dataset 1 (D1), the performance of the 

XGBoost model was quite high, reaching almost 96.5% accuracy, with the parameters 

of benign traffic being 1.00 and 0.88 F1 score for DoS attacks. The performance of the 

DNN model resulted in a general accuracy of about 94%, while the benign traffic had a 

precision of 0.98 and the DoS Attack F1 score was 0.70. This difference indicates that 

while both models are robust, D1 XGBoost relatively outperforms the other in detecting 

and classifying the different types of attacks. 

 Results are similar to what is observed from D1, but with fewer such differences 

while exploring Dataset 2 (D2). They had reached accuracy scores of about 99.7% with 

the XGBoost model, but this was not the case for the XGBoost model; however, it still 

showed enhanced results around 99.4% accuracy and high metrics such as 1.00 precision 

for correct predictions of normal traffic in XSS attacks. The DNN model achieved a good 

accuracy with about 93.1% with several categories such as password (0.99) and 

ransomware (0.98) have better recall, indicating that in specific attack patterns it might 

be more sensitive, followed by an increase in false positive rate. 

This study emphasizes the role of machine learning in the reinforcement of IDS 

capabilities and could lead to hybrid techniques combining models to benefit from their 

identified traits. The performance discrepancies between the two datasets indicate that 

model hyperparameter tuning and feature engineering can help to solve the issue of 

varying types of attacks. The results from this study are interesting as both XGBoost and 

DNN demonstrate high classification performance of cyber threats in the dataset used; 

the choice of the model seems to be dependent on system requirements. XGBoost, on the 

other hand, might be suitable for environments wherein a fine level of accuracy is needed 

in determining benign activities. 

5. Conclusion 

The study examines the improvement of cybersecurity approaches in industrial IoT 

spaces using modern machine learning procedures. This paper used XGBoost and DNN 

to perform a comparative analysis in the classification for several types of cyber threats, 

highlighting the importance of a machine learning approach about construction adaptive 

real-time intrusion detection systems. The framework intends to enhance the 

effectiveness of detection without generating false positives, thereby maintaining the 

system integrity and dependability of industrial IoT. Consistent with current research 

recommending that intelligent systems will be essential for cyber security to keep pace 

with the increasing sophistication of cyber threats. 

The results from this comparative analysis showed that the XGBoost model has 

surpassed DNN model accuracy and precision in both datasets. Notably, for Dataset 1, 

the XGBoost model outperformed DNN with an accuracy of around 96.5% as compared 

to that of a slightly less accurate (94%) DNN and perform well on Dataset 2, clocking 

an impressive accuracy of around 99.4%. The obtained results demonstrate that the 
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proposed machine learning techniques are efficient; however, they also suggest the 

necessity of selecting models according to relevant attack detection needs. We provide 

the insights from the confusion matrices, which give a clear understanding of how the 

models perform in identifying different types of attacks, explaining further that we can 

strengthen our cybersecurity in industrial IoT environments by utilizing these algorithms. 

In the future, we aim to focus on the implementation of hybrid models to improve 

performance and robustness against various cyber threats. We also aim to make research 

on the effect of emerging attack vectors on model responses, verifying that cybersecurity 

solutions are adaptable as well as resilient to continuous technological advancements. 
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