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Abstract. Aiming at addressing the issue of highly specialized faulty text and the 

challenge of sparse character vectors in high-dimensional space resulting from 

repetitive characters and limited character types, a named entity recognition method 
based on Domain BERT (DBERT) is proposed. The DBERT model achieves effective 

dimensionality reduction and refinement of faulty text features by introducing a 

feature compression strategy. It also undergoes domain-specific pre-training to fully 
learn and adapt to the unique characteristics and specializations of faulty text. 

Subsequently, the DBERT model extracts context-related features of characters in the 

text and combines these features with specific character representations after a 
weighting operation. Named entity recognition is then performed using a combination 

of BiLSTM and CRF models. Finally, DBERT-BiLSTM-CRF is compared with 

LSTM-CRF and BiLSTM-CRF on an automobile maintenance domain dataset, 
demonstrating superior performance in terms of recall, precision, and F1 score. 

Keywords. knowledge graph, knowledge extraction, named entity recognition, faulty 

text 

1. Introduction  

With the rapid development of information technology, natural language processing (NLP) 

technology has been increasingly utilized in various fields. Named Entity Recognition 

(NER), a fundamental task in NLP, holds significant importance in extracting structured 

information from unstructured text and building knowledge graphs. 

Since Chinese is different from English and other languages that use space delimitation, 

it has no obvious word boundary separator, and the word boundaries are fuzzy. A Chinese 

sentence is a continuous sequence of characters, which makes it difficult for the model to 

learn effective linguistic patterns and word boundaries directly from it. Additionally, faulty 

text data has its uniqueness. Due to the lack of domain-labeled data and the expensive and 

specialized nature of data labeling, the named entity recognition task is more challenging 

compared to general domain data. Faulty text data is mostly manually entered, leading to 

phenomena such as irregular entry and colloquialization of descriptions. Entities in the text 
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are highly associated with domain-specific vocabulary, and the density of entity distribution 

is higher than that of general-purpose domain text. This leads to a low rate of correct 

recognition of faulty text entities in the methods used for the general-purpose domain. 

To address the aforementioned issues, this paper proposes a Domain BERT (DBERT)-

based named entity recognition method for erroneous text. The approach allows the 

DBERT model to comprehensively learn and adjust to the distinctive characteristics and 

specificities of erroneous text through domain-specific pre-training. It also achieves 

efficient dimensionality reduction and enhancement of erroneous text features through a 

feature compression strategy. Building on this foundation, the accuracy of erroneous text 

named entity recognition (NER) is further enhanced by integrating BiLSTM (Bidirectional 

Long Short-Term Memory) and CRF (Conditional Random Field) models. 

The main contributions of this paper are as follows: (1) This paper proposes an efficient 

named entity recognition method for Chinese faulty text, which is based on Domain BERT 

(DBERT) combined with BiLSTM and CRF models. (2) The sparsity and repetitiveness of 

faulty text features are effectively addressed by a feature compression strategy, significantly 

improving the accuracy of entity recognition. (3) Through domain-specific pre-training 

methods, the DBERT model fully learns and adapts to the unique features of the faulty text. 

(4) By combining BiLSTM and CRF models, the method not only enhances the 

understanding of text context features but also improves the accuracy of entity boundary 

recognition through the global normalization function. (5) Evaluated on a dataset in the 

field of automobile repair, it is compared with models such as LSTM-CRF and BiLSTM-

CRF in terms of recall, precision, and F1 score.  

 

Figure 1. The architecture of the DBERT-BiLSTM-CRF model 
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2. Related Work 

Named Entity Recognition (NER) task, as a fundamental task in natural language 

processing, aims to identify entities with specific meanings and types from unstructured 

text. This task is essential for knowledge extraction and can be approached through various 

methods, including rule-based, statistical-based, and deep learning-based methods. 

Rule-based approaches rely on pre-defined rules to recognize specific patterns or 

keywords in text. Eftimov[1] uses manually developed rules to recognize relevant specific 

entities. Chiticariu et al.[2] developed a rule-based Named Entity Recognition (NER) 

system using the GATE framework. 

Statistical-based methods, such as the Hidden Markov Model (HMM) and conditional 

random field (CRF), can learn statistical relationships between entities and contexts based 

on training data. Toutanova et al.[3] achieved efficient entity recognition using CRF models 

combined with rich lexical and contextual features. Li et al.[4] utilized the Conditional 

Hidden Markov Model (CHMM) combined with pre-trained language models to infer 

potential true labels in noisy observations. 

Currently, deep learning-based approaches for Named Entity Recognition (NER) tasks 

are a mainstream method to effectively capture complex linguistic features and contextual 

relationships by training on large volumes of textual data. Jia[5] integrated entity 

information into BERT using Char-Entity-Transformer. Gong[6] propose a hierarchical 

long short-term memory (HiLSTM) framework. Qi[7] proposes a Chinese medical entity 

recognition model based on multi-neural network fusion and the improved Tri-Training 

algorithm. Liu[8] pre-trained the NER-BERT model based on the created dataset.  

Luoma[9] suggested a simple method called Contextual Majority Voting (CMV) to 

merge different sentence predictions. Xiang[10] proposed a model enhanced for Clinical 

Named Entity Recognition (CMNER) with local and global character representations. 

3. Named Entity Recognition Model Based on DBERT-BiLSTM-CRF 

The architecture of the proposed DBERT-BiLSTM-CRF-based named entity recognition 

model is shown in Fig.1. The model is divided into three parts: the DBERT character 

representation layer, the BiLSTM sequence modeling layer, and the CRF label inference 

layer. 

3.1 Character representation layer 

BERT is a deep bidirectional pre-trained language representation model based on the 

Transformer model. It is designed to better capture semantic and contextual information in 

sentences. In faulty text data, the character vectors generated exhibit excessive sparsity in 

high-dimensional space due to frequent repetitive character combinations and a relatively 

small number of character types. This sparsity can have a negative impact on training 

effectiveness and model performance. To tackle this issue, this study enhances the Chinese 

BERT model by adding a fully connected layer after the BERT output layer and 

incorporating convolutional operations. These modifications help reduce feature 

dimensions, leading to compressed and accurate feature representation. Consequently, each 

character's representation is transformed from a 768-dimensional vector in the original 

BERT model to a more concise 512-dimensional vector. This enhancement not only 
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decreases vector sparsity but also aids the model in processing and identifying key 

information in faulty text more efficiently. 

 The structure of the DBERT model in this paper is illustrated in Fig.2.  

 

Fugure 2. DBERT-based embedding vector generation 

In this study, the fault text data, such as "

" (Users reported that the vehicle's 

door window glass cannot be raised. This issue may be caused by a burnt contact in the lift 

switch, which can be resolved by replacing the switch.), contains rich contextual 

information. Typically, the text following " " (Users reported) describes the fault 

phenomenon, the section after " " (caused by) explains the cause of the fault, and the 

content following " " (replacing) pertains to the solution. The faulty text data exhibits 

clear contextual features. Therefore, in this paper, we utilize the DBERT model to conduct 

domain-specific pre-training on the character features in the text data to comprehensively 

capture and convey the context of the text, aiming to enhance the accuracy of entity 

recognition in the faulty text data. 

Since Chinese is different from English and other languages that use space delimiters, 

it has no obvious word boundary separator. The whole sentence is a continuous sequence 

of characters, which makes it difficult for the model to learn effective linguistic patterns 

and lexical boundaries directly. To obtain the lexical features in the text more accurately, 

the text is segmented before word vector embedding. The Jieba lexicalization tool library 

is used to process the text data. 

The input of the DBERT model is a text token after word segmentation[11]. Each token 

generates corresponding embedding vectors through the DBERT model, which capture the 

semantic information of the token in its context 
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Where � is the hidden state matrix output by DBERT, and each row corresponds to 

the embedding vector of a token in the input sequence. To obtain the features of each 

character using the DBERT model, individual characters are used as separating tokens and 

special tokens ([CLS] and [SEP]) at the beginning and end of each sentence are introduced 

to conform to the model input specification. For example, for the text "[CLS] 

 [SEP]". In the model output, the special characters at the beginning and end 
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are omitted, only the vector of middle characters is retained, and a certain percentage of the 

vocabulary is randomly replaced with special [mask] markers. 

3.2 Sequence modeling layer 

Traditional Long Short-Term Memory (LSTM) networks can only process information 

from the past to the current moment due to their unidirectional nature. To overcome this 

limitation, the BiLSTM model[12] allows the model to integrate historical and future 

information by deploying both forward and reverse LSTM networks on the time series. In 

the BiLSTM model, the time series is inputted into both forward and backward LSTMs, 

resulting in hidden state outputs for both forward and reverse sequences. Subsequently, the 

hidden state output sequences in these two directions are combined to form a 

comprehensive hidden state sequence. At each time step, BiLSTM computes the output by: 

Forward LSTM processing sequence: 

������ � ������������������� ������������������������������������������������������������������������������������������������������������������������	 � 
Backward LSTM processing sequence: 

��!��� � �������"�!��������� �����������������������������������������������������������������������������������������������������������������������	#� 
Merge the hidden states in both directions: 

�� � �������$ ��!���������������������������������������������������������������������������������������������������������������������������������������	%� 
In this way, BiLSTM is able to capture pre- and post-textual information, which 

enhances the model's overall understanding of the data. 

3.3 Labeling Inference layer 

In the named entity recognition task, the BiLSTM sequence processing model has the 

ability to handle long-distance dependent information. However, BiLSTM mainly focuses 

on extracting features from text and fails to fully consider the constraint relationships 

between labels. At this point, the inclusion of the CRF layer is particularly important for 

the NER model. The CRF layer is able to define the transfer probabilities between labels 

using the transfer matrix, thus enforcing the legitimacy rules in the label sequence. The 

CRF layer ensures that the model takes into account the correlations between labels when 

predicting labels, which significantly enhances the model's accuracy in identifying the 

boundaries of the entities. The CRF layer not only uses the distribution of the model's 

predicted values for each time step but also considers the transfer probabilities of labels 

between neighboring time steps. It can be seen as adding a global normalization to the 

annotation of the predicted sequence, which ensures that the final predicted label sequence 

is optimal overall. 

In the Conditional Random Field (CRF) model, the objective is to predict the most 

probable output label sequence given an input sequence. CRF accomplishes this by 

establishing a joint probability distribution over the entire sequence of labels, instead of 

modeling each label independently. 
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At its core, it computes the conditional probability, which represents the output 

sequence given the input sequence, when the output sequence probability of the output 

sequence. This probability is calculated in equation (5). 

&	'(�� � �)	�� 
�* +,,-./.	'���� '�� �� 
�
.

0
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Where )	�� is a normalization factor that ensures that the probabilities sum to 1. The 

calculation is shown in equation (6): 

)	�� � �)	�� 
�* +,,-./.	'���� '�� �� 
�
.

0

�1�
2��������������������������������������������������������������������� 	4� 

/.	'���� '�� �� 
�is the feature function, which typically depends on the input features 

at the current position, the current label, and the previous label. is the weight of the feature 

function, which is learned through training data. 

The probability of all possible labeled sequences is calculated using Conditional 

Random Fields (CRF), and the most probable sequence is selected as the final prediction. 

'5 � 678�96�:*	'(;�����������������������������������������������������������������������������������������������������������������	<� 
Where '5 is the optimal labeled sequence predicted by the model, and ; is the given 

observation sequence, i.e., the output of the BiLSTM layer. The model searches for the 

sequence with the highest probability of the entire label sequence occurring given the 

observation sequence. 

4. Experiments 

4.1  Datasets 

This experiment utilizes the fault description text extracted from the claim form in the 

Multi-core Value Network Collaborative Cloud Service Platform for the Automotive and 

Components Industry[13] as the corpus to construct the dataset. The corpus mainly includes 

common fault components, fault phenomena, fault causes, and fault solutions in each 

system of the automobile. 

This paper relies on the Automotive Engineering Handbook and combines the 

experience of maintenance personnel and expert advice to classify the entity categories into 

15 classes. 

The common sequence annotation methods are BIO annotation, BMES annotation, and 

BIOES annotation. To enhance the efficiency of annotating fault text corpus, this paper 

utilizes the BIO annotation method to create a small-scale dataset for automotive fault 

maintenance. The dataset comprises 10,779 annotated sentences. For model training and 

evaluation, the dataset is split into a training set and a test set in an 8:2 ratio. Sample 

examples are presented in Tab.1. 
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Table1. Sample Example 

Text Annotation Formatting 

 B- Fault Components 

 I- Fault Components 

 I- Fault Components 

 O 

 O 

 O 

 B - Fault Phenomena 

 I- Fault Phenomena 

 O 

 O 

 O 

 O 

 B- Causes of Faults 

 I- Causes of Faults 

 I- Causes of Faults 

 I- Causes of Faults 

 O 

 O 

 B-Solution 

 I-Solution 

 I-Solution 

 I-Solution 

4.2 Experimental environment and evaluation indicators 

The model training work in this experiment was carried out in Python 3.9 and TensorFlow 

2.6 environments. During the training phase, the parameter settings of the model are listed 

in detail in Tab.2. 

Table 2. Experimental parameter settings 

Parameters (be) worth 

Embedding Size 768 

Number of Transformer Layers 12 

Learning rate 4e-5 

Batch size 64 

Epoch 30 

Dropout 0.5 
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To verify the accuracy of the model for the entity labeling task, this study evaluates the 

model using a test set. The performance evaluation metrics of the model include accuracy 

(P), recall (R), and F1 value (F1), with detailed formulas for these metrics provided in 

Equation (8). 

& � �&�& = >&
� � �&�& = >?���������������������������������������������������������������������������������������������������������������������������������	@�
>� �  &�& = ��������

 

Where TP denotes the number of positive class samples correctly identified as positive 

class, FP denotes the number of negative class samples incorrectly identified as positive 

class, and FN denotes the number of positive class samples incorrectly identified as 

negative class. F1 is the precision rate (P) and recall (R) of the reconciled mean. These 

measures assess the model's ability to correctly identify the positive class and to recognize 

all positive classes, respectively. 

4.3 Experimental results and analysis 

To evaluate the performance of the DBERT-BiLSTM-CRF model proposed in this paper 

for faulty text-named entity recognition, this experiment establishes comparison groups, 

which include the independent LSTM-CRF model, the BiLSTM-CRF model, and the 

generalized BERT-BiLSTM-CRF model. To address potential data imbalance issues 

resulting from small sample sizes of certain entity categories in the annotated corpus, the 

models in the comparison are tested on all entity types in the dataset as well as only on 

entity types with sufficient data, such as faulty pieces, faulty phenomena, faulty causes, and 

solutions, respectively. 

Table 3. Training results for all entity recognition 

Model 
Indicators and Scores 

Precision Recall F1-Measure 

LSTM-CRF 78.34 72.36 75.20 

BiLSTM-CRF 82.08 77.61 79.77 

BERT-BiLSTM-CRF 85.21 83.30 84.24 

DBERT-BiLSTM-CRF(ours) 88.53 86.84 87.68 

In this experiment, two sets of experiments were designed to evaluate and compare the 

effects of different dataset configurations on the performance of the named entity 

recognition model. The first set of experiments used the complete labeled entity dataset to 

train the model, and the training results are presented in Tab.3. The second set of 

experiments focused on a specific entity category with richer data for training, and the 

training results are listed in Tab.4. The experimental results indicate that entities in the 

training set that are unevenly distributed or have insufficient data in some parts can 

constrain the model's performance. 
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Table 4. Training results for main entity recognition 

Model 
Indicators and Scores 

Precision Recall F1-Measure 

LSTM-CRF 80.04 75.63 77.77 

BiLSTM-CRF 83.15 78.33 80.68 

BERT-BiLSTM-CRF 86.38 84.77 85.56 

DBERT-BiLSTM-CRF(ours) 89.26 87.59 88.41 

With the same corpus data, it can be observed that the DBERT-BiLSTM-CRF model 

demonstrates significant advantages in all performance metrics. This model structure 

utilizes the DBERT module to deeply understand the contextual meaning of erroneous text 

words, while the BiLSTM-CRF combination further enhances the ability to accurately 

predict entity boundaries in text. By incorporating the DBERT module, the F1 score of the 

BiLSTM-CRF framework improves from 79.77% to 87.68%. This enhancement is 

attributed to BiLSTM-CRF's capacity to optimize the correlation between characters and 

adjacent tags based on the rich contextual features provided by DBERT, thereby accurately 

outputting the globally optimal tag sequence. 

In this study, the changes in F1 scores of various models within the first 20 Epochs are 

compared. The BiLSTM-CRF model integrated with DBERT demonstrates satisfactory 

performance in the initial stages and maintains this level of performance stability in the 

subsequent Epochs. In contrast, other models typically need more training iterations to 

achieve performance stability, as illustrated in Fig.3. This suggests that the DBERT-

BiLSTM-CRF model offers a notable advantage in training efficiency. 

 

Figure 3. Change in F1 scores for the first 20 Epochs 

In summary, the named entity recognition model based on the DBERT-BiLSTM-CRF 

structure demonstrates a significant performance improvement in terms of recall, precision, 

and F1 score compared to the baseline model. This validates the model's applicability in 

the task of named entity recognition of faulty text. 

5. Conclusion 

In this paper, we propose a named entity recognition method based on Domain BERT 

(DBERT). Firstly, the DBERT model achieves effective dimensionality reduction and 
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refinement of faulty text features through a feature compression strategy. It fully learns and 

adapts to the unique features and specialties of faulty text through domain-specific pre-

training. Afterward, the DBERT model extracts context-related features of the characters 

in the text, combines these features with the specific representation of the characters after 

a weighting operation, and encodes the features bidirectionally using BiLSTM. Finally, it 

outputs the label sequence with the highest probability as the final prediction result using 

CRF. Experiments conducted on the automotive repair domain dataset demonstrate that the 

method achieves higher recall, precision, and F1 scores through the feature compression 

strategy and domain-specific pre-training. The model shows better recognition for entity 

types with sufficient sample sizes, while the recognition ability for entity types with fewer 

samples needs optimization. Therefore, subsequent enhancements of the model's feature 

extraction ability for text will be pursued to improve the recognition effect for entity types 

with insufficient sample sizes. 
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