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Abstract. The current scarcity of viable simulation solutions for cooperative and

connected driving research is one of the main reasons to start dedicating efforts

to generate robust validation environments. Most current simulators focus on the

egocentric perspective of the automated vehicle, with cooperative information be-

ing either non-existent or difficult to access. If soon the industry migrates towards

connectivity and cooperation paradigms, it will then be necessary to build simula-

tion environments to validate the cooperative behaviors that arise from the interac-

tions between traffic agents. This work focuses on the possibilities offered by Carla

simulator integrated with ROS framework for multi-agent simulation and arbitra-

tion capabilities between intelligent infrastructure and automated connected vehi-

cles. By combining a wide variety of methodologies, the solution proposed in this

work allows generating an effective validation framework for coordinated and au-

tonomous cooperative driving.

Keywords. Cooperative Connected Automated Mobility (CCAM), Intelligent

Transportation System (ITS), Multi-Agent Simulation, ROS, Carla

1. Introduction

Intelligent Transport Systems [1], [2] encompass a set of technological solutions to im-

prove the operation and safety of land transport, both on urban and rural roads and rail-

ways. Since its inception in the mid-1960s, the industry has been providing valid solu-

tions to the challenges of autonomous mobility itself as advances in the fields of telecom-

munications and information technology have been made [3]. Advanced Driver Assis-

tance Systems (ADAS) [4], [5] are a practical example of such solutions, which have in-

creased in capabilities and complexity as new techniques and technologies have emerged

in industry, research and development. The main goal of this set of solutions is clear,

since they not only aim to reduce traffic congestion and improve road safety, but also to

optimize the use of existing traffic infrastructure and, in turn, to reduce environmental

impact [6], [7] and provide a more efficient and pleasant experience [8]. Major studies

investigating the potential socio-economic impact of automated and connected mobility
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present favorable predictions for the future of modern cities [9],[10], where smart in-

frastructure plays a role as important as automated vehicles capable of connecting and

sharing information in real time.

On the one hand, traffic management, focused on traffic control centers and acci-

dent detection systems, will be a fundamental pillar for the efficient use of resources

and actions in case of emergency. On the other hand, road user service systems will be

positively affected with ubiquitous information on the state of the roads, leading to the

optimization of resources deployed for the transport of people and goods, which has

now become a fundamental pillar around which Intelligent Transport Systems develop-

ment and research orbits. However, such advances cannot be made effectively without

advances in simulation systems [11], since the rapid generation of novel solutions and

technologies in this field is increasingly demanding more robust environments for vali-

dation and testing. Hence, the development of methodologies and paradigms that allow

effective experimentation for the development and testing of state-of-the-art solutions is

directly affected by the number of resources available for simulation. The more robust

and useful these environments are the more secure, safe and reliable developed solutions

will become.

Simulators are generally valuable tools in a wide range of fields due to their multi-

ple benefits. They allow the generation and validation of developed skills in a risk-free

environment, avoiding potential damage or hazards, which indirectly reduces potential

validation costs. They facilitate access to environments beyond the reach of developers,

provide immediate feedback and ground truth on the performance of the algorithms used,

replicate complex and/or dangerous situations that are difficult to manage, etc. In short,

the industry has been using all kinds of simulators for several decades now providing a

robust methodology to test the solutions adopted for one or more specific areas. In partic-

ular, the automotive industry has been increasingly demanding realistic simulators capa-

ble of generating kinematics, dynamics and in general classical mechanics for close-to-

reality situations to validate the implementation of autonomous systems in newly manu-

factured vehicles. The evaluation of the performance of a new subsystem and the early

detection of faults and errors ensure the effectiveness of the developed tools, especially

in terms of exploring scenarios and hypothetical situations that can be studied in detail

to provide better solutions. In addition, given that the number of possible road situations

that a vehicle may encounter are many, simulators present themselves as a valuable tool

for the development, training and validation of autonomous vehicle systems.

However, the current scarcity of viable simulation solutions for cooperative and con-

nected driving research is one of the main reasons to start dedicating efforts in this field

toward the development of robust validation environments. Most current simulators fo-

cus on the egocentric perspective of the automated vehicle, with cooperative information

being either non-existent or difficult to access. If soon the industry migrates towards con-

nectivity and cooperation between agents [12], an effect of an inexorable push toward the

manufacture of vehicles that are fully computerized and connected, it will then be nec-

essary to build simulation environments to validate the cooperative behaviors that arise

from the interactions between traffic agents. However, it is not necessary to start from

scratch. Current state-of-the-art software and simulation environments combine valid

tools and methodologies than can be built on to develop cooperative behaviors and con-

nected systems. While the telecommunications industry advances in the use of new tech-

nologies such as 5G [13] [14] and V2X communication protocols [15], [16], solutions
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for vehicle and infrastructure simulation such as the one proposed in this work will al-

low parallel advances in the methodologies for action, arbitration, decision-making, and

behavior generation derived from the processing of information from connected traffic

agents under the same environment.

Specifically, this work focuses on the possibilities offered by Carla simulator [17],

integrated with ROS robotic development framework, for validation and development

of algorithms for navigation, localization, automatic control, decision-making and arbi-

tration. Unlike other systems such as Autoware [18] or LGSVL Simulator [19], the so-

lution proposed here focuses on multi-agent simulation and arbitration capabilities be-

tween infrastructure and vehicle, i.e. cooperative skills between different traffic agents.

Therefore, by combining a wide variety of methodologies and tools, the solution pro-

posed in this work allows generating an effective validation framework for coordinated

and autonomous cooperative driving, not only offering the point of view of an automatic

vehicle, but also of several vehicles, as well as the possibility of simulating intelligent

infrastructure with multiple sensors able to communicate with any connected agent.

2. Software Ecosystem

The ecosystem this work proposes is based on two well-known, yet important frame-

works for development and simulation in robotics and automated vehicles.This section

summarizes the capabilities of each and establishes the background necessary to under-

stand how the proposed multi- agent simulation is constructed.

2.1. Carla (Car Learning to Act)

Carla [17] is an open-source simulator born in 2017 as a software layer implemented

based on the Unreal Engine. It is specifically designed for the validation of autonomous

driving algorithms. Carla architecture is based on a Client-Server paradigm. On the one

hand, a server runs as a layer of the Unreal Engine and generates the world and all its

actors with complete physics and kinematics computations. On the other hand, a Python-

based client communicates with the server to extract information from the world allow-

ing interaction with its actors. In addition, Carla allows the simulation of automatically

controlled agents, but also offers a wide range assets for the simulation of traffic infras-

tructure and the generation of customized worlds generated with synthetic or real data.

This makes it possible to easily generate scenarios based on real information.

2.2. ROS (Robot Operating System)

ROS [20] was originally developed in 2007 by the Stanford Artificial Intelligence Lab.

The project stems from the growing need for a robotic development standard that solves

the problem of specificity of robotic software and hardware. ROS is considered a middle-

ware, i.e., a set of tools designed to simplify the creation of robotic applications, offering

solutions for hardware abstraction, inter-process communication, package management

tools, open-source reuse or agile development. The management of processes in real-

time systems, the use of a distributed architecture of independent and collaborative pro-

cesses, and the communication layer based on the Data Distribution Service, have made

it a very attractive proposal for the development of automatic vehicle systems, but also

for the implementation of communication systems between cooperative agents.
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3. Multi-client Paradigm

The environment described in this work is based on a duality of tools that are integrated

within the same ecosystem and allow generation of a framework of interaction between

both parts. The entry point for any development in ROS is the ROS node, a program that

by itself addresses a specific task and can share information with another ROS nodes

through topics and services. On the contrary, the entry point for any software that wants

to access the Carla simulation is the Carla Client based on its Python API through which

all data from the simulation can be queried and retrieved using the game engine. Since

the Carla API is based on modern versions of Python, integration with ROS must be

accomplished in Python. Luckily, ROS supports languages such as C++ and Python. In

addition, if the only way of communicating simulation information is through a Carla

client, the approximation proposed here is as simple as generating a modular architecture

in which every component is at the same time a ROS node and a Carla client. Since

Carla now supports spawning more than one client and ROS is based on a computing

graph of one or more nodes, the combination allows generation of any number of ROS

nodes that implement a Carla client, with each node acting independently to produce

different information inside specific scopes or ROS namespaces. Hence, each connected

agent will function under different namespaces simulating an independent connected

automated vehicle that is able to share information through topics and services with other

clients in the same network. This network in turn is simulated by the tools provided by

ROS communication protocols by standardizing it in messages and sharing them through

topics and services. In Figure 1 a general schema of the proposal is shown.

Figure 1. ROS-Carla Interaction Scheme.

In addition, other clients of different nature implement, instead of an ego vehicle

control ecosystem, a different component of static intelligent infrastructure able to share

information when deployed in important landmarks such as intersections, roundabouts or

entry lanes. While in the ego vehicle client side, sensors are attached to the vehicle actor

spawned through the Carla client in the World. On the infrastructure side, each sensor

is attached to a specific world location and then managed by the ROS-Carla node con-

verting the static sensor readings into ROS standard messages. Given that services and

topics can be implemented as a channel of communication between nodes, this informa-

tion is shared with nearby agents that request cooperation when new transmission chan-

nels between actors are created dynamically for this purpose. Additionally, both types

of clients i.e., the automated vehicle and the intelligent infrastructure implement several
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objects of critical importance for the ecosystem. These are (1) the World class, a software

abstraction representing the simulation world the client is going to interact with; (2) the

Robot Description, a component that generates a virtual representation of the vehicle;

(3) the Carla-Rviz Panel, a GUI component to interact with the simulation, and (4) the

ROS-Carla node that is responsible for the spawned actor status and the World, and also

retrieves information using the Carla API presenting it through topics and services. This

last component also spins at the same simulation tick rate provided by the World class.

3.1. The World Class

First and foremost, the goal of the world class is to provide a channel of communication

between the ROS-Carla node and the Carla server, which can also interact with the agent

controlled in the current instance. Through this set up, sensor information, as well as dy-

namically controlled variables like map layers, simulated weather or traffic lights states

can be accessed through the World class and, once prompted, sent to the ROS-Client side

that enables information sharing through services and topics. This information can be

fed to other ROS nodes for collaboration and cooperation behaviors.

From the World, the ROS-Carla client has the ability to gather the simulator ground

truth and convert it to ROS standard messages. This can be very useful for the evaluation

of deep learning perception models used for classification and detection, or even to as-

sess the performance of tracking algorithms. At each simulation tick, the client retrieves

vehicles, pedestrians, traffic lights, map landmarks and signs near the ego vehicle loca-

tion through the World functions. This information is then stored into ROS messages that

are published for use between other clients inside the same ecosystem.

3.2. The Robot Description

ROS uses the Unified Robot Description Format [21] (URDF) to define the robot’s phys-

ical characteristics, including its kinematic and dynamic properties. Through the usage

of links connected to joints, the system can define not only a visual representation of the

robot in the virtual world but also the point of view of each component, and the transfor-

mation tree for each measurement [22]. From a single reference frame, sensor readings

become directly usable by different algorithms ensuring consistent interpretation of dis-

tances and positions within the chosen coordinate system, which can be seamlessly com-

bined for accurate localization, navigation, control, etc. In Figure 2 a vehicle description

in Rviz and Carla, the ROS visualization tool, can be seen to understand these concepts.

(a) TF Tree in ROS Rviz. (b) Original Carla Model.

Figure 2. TF Tree and Carla Vehicle Model.
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The Ego Vehicle description is based on a URDF implemented with Xacro of an

Ackermann geometry vehicle that retrieves from simulation the physical characteristics

of the vehicle requested to be simulated, and generates a robot description based on this

information. Then, through the sensor YAML configuration file processed by the ROS-

Carla Client (see section 3.4), sensors are attached to the actor vehicle and assigned to a

link in the transformation frame if it exists to produce readings from that specific frame.

For the infrastructure side, since it is a logical part of the world, the transformation tree

is constructed with several sensors attached to the world global frame that is the origin

of the world in Carla.

3.3. The Carla-Rviz Panel

This component is a GUI panel based on Qt, a tool to develop user interfaces, developed

to show important information about the simulation and ROS components during execu-

tion. It allows interaction with the World, Traffic Manager and also with the ROS com-

ponents on the client Side through several services specific for the client. In Figure 3 the

panel design is shown. As can be seen there are multiple fields, buttons and interactive

items that allow adjustment other component configurations within the same ecosystem.

(a) Panel General Tab. (b) Panel Utilities Tab.

Figure 3. ROS-Carla Rviz Panel.

The panel is attached to Rviz for management purposes. It also provides buttons

to interact with Carla Server through ROS-Carla node allowing to dynamically adjust

several parameters to customize the current simulation.

3.4. The ROS-Carla Node

The ROS-Carla node generates a software bridge with the Traffic Manager and World

classes to effectively simulate the agent and its connections to the server. The ROS-

Carla node is the most important module in this ecosystem, since it is the module
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through which the connected automated agents are spawned with required sensors at-

tached through several queries to the World class. All information used for the parame-

terization of the simulation comes from YAML files, processed by this ROS-Carla node

and redistributed to the other software classes. Sensor information is provided in con-

figurations where one or more sensors for each available type can be instantiated to be

spawned in simulation, given the transform and frame to which the Client will attach de-

pending on the case, e.g., the world for infrastructure and the actor for ego vehicle simu-

lations. Sensor type can be any available in Carla: GNNS receiver, IMU, RGB Camera,

Semantic Camera, Radar, LiDAR and Semantic LiDAR. In Figure 4 the general idea of

these interactions can be seen, where each ROS-Carla client represents an agent able to

extract and share information about its current state in the simulation.

Figure 4. Multi-Client Architecture.

Additionally, though ROS parameters this information can be completed with things

such as the spawning location for the vehicle or the main frame of the infrastructure

system, the type of ego vehicle to simulate, selected from the list available in Carla assets,

the specific world to generate, from custom to already implemented worlds in Carla, the

map layers to load, the current weather of the simulation, etc. Each time a new agent

needs to be spawned, the ROS-Carla node is launched, it reads the parameters in the

YAML file and the ROS parameters given, and generates the actor required. This actor

can be a vehicle to be controlled or an infrastructure item such as an intersection with

multiple cameras and LiDAR sensors. The launch file mentioned uses the launch system

provided by ROS and contains a namespace to distinguish between different ROS-Carla

clients. Hence, with this set up, multiple clients can be spawned in the world generating

multiple agents, governed independently by the control software of each, and then an

intelligent infrastructure agent able to arbitrate using the information of ROS services

and topics shared by the agents. This allows simulation for the arbitration of intersections

or the collaborative generation of trajectories.
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4. Experimentation

Several use cases were designed to test the effective simulation of multiple agents within

the same Carla world. This experiments were ran in a high-end machine based on Ubuntu

22.04, Carla 0.9.15 in asynchronous mode, and ROS2 Humble. In asynchronous mode

Carla server is in full control of the simulation and provides more realistic calculations.

The machine specs are Intel Xeon w5-2455X CPU, 256GB DDR5 RAM Memory, and

GeForce RTX 4090 GPU. Although, multiple machines can be used to act as Carla-ROS

clients, for these experiments all were run in the same computer.

In Figure 5 a multi-agent simulation with several cooperative automated vehicles

can be seen. In Figures 5a and 5b three vehicles meet at a T junction with several stop

signs marked in the High Definition Map, while in Figure 5c and 5d, the vehicles can be

seen driving in a typical four-way intersection. Respective cooperative systems running

in each vehicle allow interaction with an arbitration module deployed in the infrastructure

side whose aim is to allocate resources on demand. The vehicles can also interact with

each other since each controller is running under the same ecosystem. Red arrows are HD

Map lanes while green paths are road plan followed by each vehicle planning system.

(a) 3 Vehicles Rviz (b) 3 Vehicles Carla Server

(c) 5 Vehicles Rviz (d) 5 Vehicles Carla Server

Figure 5. Simulation of Multiple Agents.

In Figure 6 a similar simulation environment is presented but, instead an intersection,

a roundabout managed by an arbitration system with a LiDAR deployed on its center

can be seen. Multiple vehicle systems were spawn together with the infrastructure agent.

These scenarios are built as a test-bed for cooperation design and collaboration between

vehicles and infrastructure arbitration systems such as in previous works [23], [24], and

[25]. All simulation runs were able to maintain a rate ≈ 60 FPS in the machine used, but

in other machines, simulation time could be constrained by the requirements needed.

D. Yagüe-Cuevas et al. / Multi-Agent Simulation Scheme228



(a) Vehicles and Infrastructure Rviz (b) Vehicles and Infrastructure Carla Server

Figure 6. Multiple Vehicle Agents in Roundabout System.

5. Conclusions

Multi-agent simulation is an important feature of rigorous research and development in

the field of connected and automated vehicles. This paper proposes a comprehensive

scheme based on well-known state-of-the-art open-source frameworks available to any

researcher and developer to continuously work on new methods for arbitration and co-

operation. The benefits of this environment are multiple, such as real scale scenarios,

realistic physics empowered by the underlying Unreal Engine, and robust robotics devel-

opment based on ROS solutions. The scheme proposed not only serves as a testbed for

Cooperative Connected Automated Mobility but also for Intelligent arbitration system

development and validation of Detection/Tracking deep learning models. In this work,

several vehicles’ models were simulated successfully in a common traffic scenario in

which an intelligent intersection was deployed, given the possibility to specify and test

cooperative behavior between them. It was proven how a combination of these tools are

sufficient to provide realistic simulation of multiple agents that can work concurrently

within the same environment.

However, the problem of resources required to run multi-agent realistic simulations

is a matter to consider. Most automated driving simulators are still memory expensive

tools whose requirements tend to increase in proportion to the number of assets simu-

lated. With the proposed solution, when simulating more than 10 agents, a drop in per-

formance can be easily registered leading to unexpected results of the simulation. In that

regard, more efforts must be made for the development of efficient mechanisms in cur-

rent automated driving simulation to improve resources usage, especially when it comes

to generating dense sensor information like LiDARs.
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