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Abstract. Federated learning allows participants to complete joint training without 

having to share data directly, which is effective in solving the data silo problem and 

also protects clients' privacy. However, in practice, training time is limited and the 
variation in data quality per device can be significant, which will cause a significant 

impact on the performance of the global model.  There are now a number of studies 

optimized for fairness and efficiency. However, these current methods fail to take 
into account data quality while considering fairness and efficiency. In this paper, a 

new aggregation method and local data point selection method are proposed.  

Experiments show that in both the FMNIST and MNIST datasets, in the ideal case 
our method performs closest to the baseline method FedAvg. Compared to fairness 

baselines like FedFa and q-Fl, the fairness of our method is in no way diminished.  

And our local data point selection algorithm makes the training of the same 
framework significantly faster in the first 15 rounds. 
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1. Introduction  

The advent of Federated learning allows for privacy while training users' data. Federated 

learning was initially proposed in [1]. Federated learning also belongs to one of the 

distributed machine learning, which solves the problem without uploading all the client's 

data. Only the trained model is uploaded to the server, and then the weighted average is 

done on the server to achieve an outstanding training result. This allocates the tasks of 

cloud computing to the edge devices, thus improving the utilization of resources and 

reducing the considerable training overhead and computing overhead above the cloud 

service. However, this framework still has some problems. The limited training time can 

affect the fairness of FL as well as the efficiency of model training.. 

Nowadays, there are also some researches focusing on the problem of non-

independent homogeneous distribution of client datasets, e.g.[2-4], and the k-

asynchronous method proposed in [5], which can solve the non-independent 

homogeneous distribution problem efficiently. While these methods offer a great 

improvement in efficiency, they also have a certain loss of accuracy. 

However, the following challenges make the optimization of aggregation weights 

unsatisfactory anyhow. 

                                                           
1 Corresponding Author: Di LIAO, 373942368@qq.com 

y

Image Processing, Electronics and Computers
L. Trajkovic et al. (Eds.)
© 2024 The Authors.
This article is published online with Open Access by IOS Press and distributed under the terms
of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/ATDE240498

495



Data quality. Due to the large number of customers, there will be different quality of 

data, without distinguishing the blind aggregation, may lead to a large deviation from the 

global model. 

Performance fairness. Because it is locally generated data from different clients, the 

high quality of the data cannot be guaranteed. For example, there may be a large amount 

of redundant or incomplete data in some user data. If these low-quality data are directly 

used for training, the training effect will likely be unsatisfactory. In the traditional 

federated learning framework, it is directly weighted average with the amount of data for 

model aggregation. However, this is highly unfair to those customers with high data 

quality but not a lot of data volume, while clients with high data volume and low quality 

are given high weights, which also affects the performance of the global model.Improving 

performance equity while maintaining data quality is a big challenge. 

Limitations on training time. In general, one thing that makes federated learning 

utterly different from traditional distributed machine learning is that the clients are quite 

distributed, and the performance of each client's equipment is different, which leads to 

different training speeds. In synchronized federated learning, it is necessary to wait for the 

customer with the longest training time to complete the training, which also leads to the 

problem of slower convergence and very long training time. How to get through training 

without losing efficiency with a tight training schedule is a difficult problem to solve. 

From the above analysis, we see the necessity to use the quality of the data to 

determine the aggregation weights and the limited training time of the device, which 

motivates us to propose a new method to optimize the fairness of the aggregation 

performance and the training efficiency by using data quality assessment. In this paper, 

we propose a new aggregation method that can improve the data quality problem when 

aggregating and design a client-side data filtering method to prioritize the training of high-

quality data to improve the training efficiency; our main contributions are as follows: 

We improve the federated learning framework by more accurately measuring the 

weight of user aggregation. We add both data quantity and data quality into the weights 

of aggregation, replacing the original method of aggregation by data volume to make 

aggregation more accurate. However, a data complexity criterion for aggregation, 

applying to the CG scores, ensures that the users with high data quality have a greater 

aggregation weight and thus improve the performance of the global model to a specific 

extent performance. 

We design a client-side data filtering method, which applies the data evaluation 

method to rank the data points according to their complexity before training and prioritizes 

the data with higher quality in case of tight training time, which can save time to a certain 

extent and achieve faster aggregation results. 

We experiment our method on a real dataset and a synthetic dataset and compare it 

with some fairness-optimized traditional methods. The experimental results show that our 

method does not lose to existing methods in model accuracy and guarantees some 

performance fairness. It also improves in training efficiency. 

The rest of the paper is organized as follows. Section II reviews previous work on 

data quality and aggregation, and fairness. In Section III, we introduce the problems in 

federated learning, the system model and the algorithmic ideas we propose. In Section IV, 

experiments will be conducted to demonstrate the effectiveness of our approach. Section 

V is a summary and overview of the whole work. 
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2. Related Works 

2.1. Data Quality and Aggregation 

In federated learning, the first algorithm that appeared is FedAvg, proposed in [1]. The 

gradient updated by the selected clients is taken as the mean value, and this mean value 

becomes the model parameter updated by the server; such a way of operation is very 

efficient and straightforward in general scenarios, and the global model can reach an 

optimal value, but for individual users, due to the part of the client loss function is large, 

the highest training accuracy cannot be achieved, and thus fairness cannot be guaranteed. 

Li et al. [6] proposed a new modeling framework in which the model of a single client can 

achieve optimal accuracy, that is, the variance of the user's local model accuracy deviating 

from the global accuracy is minimized, which can be considered fair. Huang et al. [7] 

proposed a new modeling framework based on training accuracy and participation 

frequency.  Gao et al. [8] proposed a fair incentive mechanism based on blockchain, which 

evaluates the revenue based on the customer's contribution to the overall model; with the 

addition of blockchain, it has a more robust reliability. These approaches, while doing 

quite well in terms of their respective fairness, neglect the issue of data quality at the time 

of aggregation, which is taken into account in our work, and aggregation can be 

guaranteed to be done by data quality and quantity at the time of aggregation. 

2.2. Performance Fairnesss 

The performance fairness of federated learning models was initially proposed by Li et al. 

[6], which is measured by the model performance variance among clients, and the smaller 

performance variance means the fairer, later there are also many related works mentioning 

this point and improving it, such as [4][7][9], these works have a big improvement in the 

improvement of performance fairness, but they don't take into account the effect of data 

quality. Whereas, the effect of data quality is considered in our approach, which also 

indirectly improves the performance fairness to a certain extent. 

2.3. Optimization of Training Efficiency 

In federal learning, there are two channels to improve efficiency. One is by reducing the 

consumption of communication, and the other is by improving the speed of model training, 

but need to lose as little as possible the accuracy of the model; such a scheme will need to 

rely on several fast-converging algorithms. Gradient optimization algorithms like SGD 

have been improved in different ways such as [8,10]. These optimization methods can be 

applied to federated learning to improve efficiency and save communication resources. 

Liu et al. [11] proposed the method of momentum gradient optimization to shorten the 

training time to improve efficiency. [12] proposed an adaptive federated learning 

framework. Karimireddy et al. [13] proposed a gradient compression method with error 

feedback to further improve communication efficiency. Zhou et al. [14] proposed to 

improve the model efficiency through the staleness of the gradient, Yang et al. [15] 

proposed an efficient adaptive compression algorithm. Liu et al. [16] proposed an efficient 

method with active sampling capabilities. There are also methods that improve both 

robustness and efficiency, such as [17-19]. However, all of the above methods have 

improved in efficiency, but have some limitations: the convergence is slightly worse in 

some exceptional cases, and the gradient is sometimes unstable, especially the gradient 
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with stochasticity. If the training time is very tight, the training accuracy obtained may 

not reach the ideal effect. Our approach differs from the above in that it utilizes data 

quality assessment to predict high-quality data in advance, which is effective and stable 

in improving local training efficiency even when training time is very limited. 

3. System Model and Method 

In traditional Federated learning, the amount of data is the determinant of the aggregation 

weights, and model aggregation takes place server-side. Ideally, this would produce 

excellent training results. However, the reality is not so ideal; in general, the quality of 

data can vary greatly from client to client. Undifferentiated aggregation by data volume 

may lead to considerable deviations from the global model, while at the same time the 

local training time should be limited and cannot be kept in a waiting state. Therefore, not 

only the data quality issue but also the local training time needs to be taken into account 

when aggregating models. 

The flowchart of federal learning with the addition of data evaluation methods can be 

shown in Figure 1 

 

Figure 1. Federated learning framework based on data assessment 

3.1. System Model 

In the classical federated learning setting, there are K clients, where each client k has a 

dataset �� of size �� and after the client's current round of training is completed, the client 

sends the model parameters to the server, which causes the server to iterate on the model 

update, such that the loss of the objective is minimized [1]: 

�������	
 F(x) = � ��
����� ���= � ��
� ������

���� 
����, (1) 

The standard algorithm for optimizing the above objective is FedAvg, where �� 

denotes the probability of a client being selected, and the server takes m client devices for 

training in each round, updating the global model using a weighted average of the numbers. 

This algorithm achieves fast and stable convergence in most ideal cases. However, since 
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only the quantity of data is taken into account in the aggregation and not the quality of 

data, some users with less quantity of data but higher quality of data are not given a fair 

weight in the aggregation, which makes there is a great deficiency in the performance 

fairness. Moreover, in terms of local computational efficiency, if a large number of 

redundant data are trained, a lot of time and energy are wasted. Therefore, to improve the 

performance fairness and local training efficiency of the model, the optimization objective 

becomes: 

�������	
 F(x) = � ��
����� ��� ��, 
����	 �!�"
 t# $ 

(2)!

Here T is the local time threshold of the user's device, in the limited time, to train 

quickly, so need to prioritize the training of high-quality data. 
Under this condition, minimizing the loss translates into maximizing the data quality 

of the selected data, as demonstrated below: 

Proof 1. Here to minimize the global loss function, it is necessary to minimize each 

local loss function, i.e., minimize all the 
�(x,t), Since time is finite, under the same time 

constraints, the magnitude of the decline of 
�(x,t) in each round is mainly affected by the 

quality of its data. So the problem can be transformed into maximizing the selected high 

quality user data, which can be expressed in the following form: 

�%�����	
 Val(�&) = � '%(���) ��) ���
)�� ,    (3)

Where St denotes the batch of data randomly sampled by the client for each round of 

training, and ��)  is the probability that each client's data point is selected. 

While improving the local efficiency, changing the aggregation weights so that both 

data quality and quantity are used as weights to improve the performance fairness, the 

total score of the user data can be expressed as the product of the quality of the user's data 

and the data, which can be expressed by the mathematical expression as: 

 '%(�!= � '%()��
)�� , (4) 

Where, '%(�denotes the total data score of the user k, while �� denotes the amount 

of data for that user's k, and '%() denotes the data score of the user's i-th data point.Thus, 

��in Eq. 2 can be rewritten as: 

F(x) = 
*+,�

� *+,�����

���� ��� (5) 

Definition 1. (Training Time Threshold). Due to the different performance of each 

user's device, the size of the data volume is also different, resulting in the training time 

having an enormous difference. Therefore, when the situation is more urgent, according 

to the actual situation, you can set a threshold for the training time to reach the time to 

upload the parameters to participate in the model aggregation. 
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Definition 2. (User Local Data Sampling Probability). The user data sampling 

probability is determined by the ratings of the data points. The higher the rating, the higher 

the probability of winning, which can be expressed mathematically in the following form: 

��)  =! *+,��
� *+,��
-����

, (6) 

Where ��)  denotes the probability that the ith data point in client k's dataset will be 

extracted, and '%(�)  denotes the ith data point score for client k. 

Definition  3. (Model Performance Fairness ). For two global models .� and ./,  .�  

is considered to be fairer than ./, if the accuracy distribution of ./, is more homogeneous 

than that of  .� on m devices. 

3.2. Aggregation Method 

In our method, the evaluation method used is the CG data evaluation method proposed by  

Nohyun et al.[20], which can be performed before the model is trained. The mathematical 

expression for the calculation of CG evaluation score is shown below: 

01) =!23�14�5�2 6 25)3 �145)�25), (7) 

The meaning of this mathematical expression is the complexity gap value obtained 

by removing the data point (�),2)) in a definite data set, where 25) denotes the labeling 

vector obtained by removing the ith data sample in the dataset, and 145), similarly, denotes 

the (n - 1) × (n - 1) matrix obtained by removing the i-th row and the i-th column elements 

in  14. 

Assessment method 1 (data quality assessment based on data quality score). Here, the 

data assessment score is equal to the sum of the scores of the user data, and the 

mathematical expression is shown below: 

'%(�!= 01� = � 01)��
)�� ,    (8) 

The expression is the sum of all the data scores of customer k. Here, not only the 

quality of the data is considered, but also the quantity of the data, which has a high degree 

of fairness. 

Evaluation Method 2 (User Data Evaluation Based on Data Score and Frequency of 

Participation)CGF The evaluation score for this method, is not only related to the data 

quality score but also adds a certain weight to the frequency of participation. When 

filtering clients, it is based on the amount of data. In other words, the greater the frequency 

of user participation, which means that it contains more data, and there is a reason to have 

a higher score. 

First, after the client passes the frequency of participation to the server, the server 

performs a normalization calculation: 


� = 
7�

� 7�8���
,      (9) 

D. Liao / Optimizing Computing Efficiency and Performance Fairness in Federated Learning500



Where 
� denotes the participation frequency of user k, and m denotes the m clients 

selected in each round 

Since a higher participation frequency indicates a larger amount of information 

carried by the user, 
�  is processed as follows: 


�9+, =!:6(";/�< 6 
���!!!!!!!!!< 6 
� = >
6(";/�< 6 
� ? 	�� < 6 
� @ >   (10)

To prevent computational anomalies, e is added, where e is a very small number, 

infinitely close to 0.The final server-side calculation of the resulting frequency of 

participation of user k is. 


�9+, !!@ ! 7�ABC
� 7�ABC8���

�!  (11) 

Finally the evaluation score calculation is performed. 

'%(� = �
DE�

� DE�8���
!? !�!
�9+, (12) 

Where α+β = 1, different values can be set in different cases. 

The following new aggregation algorithm is proposed by us considering the data 

quality 

Algorithm 1  Federated learning data valuation aggre ation (FedDva). 

Input parameters: K,!�& , l, E, �, T, k 

Out parameters: well-trained w 
Pre-operation: each device calculate the Val 
while: t=0,1,.......,T-1 

Server selects a subset �& from K client with probability ��. 

Server sends .&  to all chosen client 

Each chosen client do : .&F�� @ !.&� 6 �!GH to Sever 

Sever : 

update the weights as: .	�;I�� @ *+,�
� *+,��JKL

 

Aggregate the  w  : .&F� = � .	�;I���JML � .&F��  

end while 

When conducting synchronized federated learning, due to the extensive data of some 

customers or the performance of the equipment, the training time may be longer, in which 

case a longer waiting time is required, thus reducing the efficiency of the overall learning. 

This module evaluates the data quality score of each user's dataset before training. 

When a customer is selected, the data with a high data quality score from the customer 

can be directly selected for training, which can save time and improve specific efficiency. 

g
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First, the data evaluation is performed locally, which can be affected by this 

evaluation module since the CG scores can assess the complexity of the data and can be 

done before performing model training. These can be done before training. 

Then, their local data quality scores are ranked, and data points with high scores are 

prioritized for training. 

After the data screening by the local evaluation module, in the particular case of tight 

training time, the high-quality data is prioritized and trained, and the training can be ended 

early and uploaded to the server for aggregation. The client-side data filtering algorithm 

is shown in Algorithm 2. 

Algorithm 2   Client-side training time threshold algorithm 

Input parameters: training time threshold T 

Out parameters: .&F��  

Pre-operation: each device calculate  Val, calculate ��)  by Equation 6 

while time � T do: 

Client selects some data �& from their dataset with probability ��)  

Each chosen client updates  .&F��  

If local training has been completed: 

break 

end while 

send  the .&F��  to sever 

4. Experiment 

In this section, we present the results of the experiments with FedDva algorithm. In the 

first sub-section, we describe the parameter settings and the dataset used for the 

experiments; in the second section, we show the results of this algorithm compared to 

other baselines and finally discuss the results. 

4.1. Experimental Setup 

Datasets.  In our experiments, three main datasets are used: the MNIST dataset, the 

FMNIST dataset and the synthetic dataset, where the MNIST dataset [21] is an image 

classification of handwritten digits 0-9, a 784 dimensional 28*28 image with output 

labeling results between 0 and 9, a total of 60,000 data. The other is a synthetic dataset, 

where the degree of independent or non-independent homography can be set to achieve 

different experimental results. These two datasets are from previous work on federated 

learning [22-24]. 

Training model setup. CNN model, the learning rate is set to 0.01, the number of 

users is generally defaulted to 100, the number of customers extracted in each round is 10, 

the batch size is defaulted to 10, the two parameters α and β in the above text are defaulted 

to 0.9 and 0.1, and that very small parameter e in Eq. 10 is defaulted to 0.0001. 
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Baseline. We mainly use the classical baseline FedAvg, which is almost optimal in 

terms of accuracy and efficiency in most of the ideal cases, as well as several baselines 

with fair performance such as FedFa, q-Fl. and Fedprox, which takes system heterogeneity 

into consideration for reweighting. The learning rate is set to 0.01, the parameter q in q-

FL is set to 1, and the two parameters in FedFa are set to (0.5,0.5). 

Metrics. The main measures are the test accuracy and training loss of different 

aggregation methods on the same dataset, the performance fairness in Definition 3, and 

the convergence speed of the same methods under time constraints. 

4.2. Accuracy and Loss Test Results 

 

Figure 2. Test Accuracy with Equal Distribution of the non-iid MNIST Dataset 

 

Figure 3. Train loss with Equal Distribution of the non-iid MNIST Dataset 

The horizontal axis of the above figure indicates the number of running rounds in which 

the participation frequency and accuracy weight parameter of FedFa is set to 0.5, and it 

can be seen that after many rounds of training, in terms of testing accuracy, FedDV-CG, 

and FedDV-CGF are both slightly better than FedAvg, not much different from FedFa, 

but in terms of the convergence speed of training loss is not as good as that of FedFa, we 
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analyze This is because our gradient optimization method uses SGD, while FedFa uses a

scalar gradient descent method, so the convergence speed is faster and more stable.

4.3. Performance Difference Test Results

(a)Average accuracy                                   (b)performance variance

Figure 4. Model Performance

From Figure 4, it can be noticed that our method has good average accuracy on both

datasets, very close to the highest performing federal average in the independent

identically distributed case, and the average test accuracy measured by our method is not

weaker than that of several other schemes in the non-independently identically distributed

case. It is found that according to Figure 5, compared with the other methods, our method

guarantees a certain degree of performance fairness at the same time. Although our

method is not optimal in terms of both fairness and performance, it achieves good results

under both criteria and achieves a certain balance.

4.4. Results of the Time Thresholding Algorithm.

Figure 5. Training loss at time threshold

The horizontal axis in Figure 5 represents the global number of running rounds tested on

the MNIST-no-iid dataset, where the basic algorithm uses FedAvg, where NO-DV-3R

represents the result of the training loss obtained without data evaluation data filtering and

with the client-qualified number of rounds of 3. In contrast, the DV-2R similarly

represents the result of the run obtained after data evaluation data filtering and the running
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results obtained in the case where the number of client-qualified rounds is 2. It is evident 

that in the time-thresholded data screening algorithm, in the case of the same number of 

rounds (time), the training loss decreases significantly faster and more efficiently, proving 

that our method is effective. 

5. Conclusion 

In this paper, we have proposed new aggregation methods, FedDV-CG and FedDV-CGF, 

and have used data evaluation methods to have the effect of accelerating local efficiency. 

Not only the effect of data quality is considered in the aggregation, but also the effect of 

data quality, so that the algorithms can guarantee a certain degree of performance fairness. 

Experiments show that it also has a performance that is extremely close to FedAvg, 

achieving a certain trade-off between fairness and performance. However, there is still 

much room for improvement in our work, e.g., the evaluation of customer data before 

model aggregation can be changed to a randomized evaluation method, which can save 

more effort and time. In our future work, we can apply the idea of data evaluation to 

customer selection, and select high-quality customers through data quality and equipment 

performance to achieve better training results. 
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