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Abstract. Electricity bill recovery project involves a lot of data, including user 

electricity data, arrearage situation, recovery situation, etc., the data is easy to exist 
incomplete and inaccurate, resulting in the analysis of electricity bill recovery risk 

project is more difficult. Therefore, a simulation method based on machine 

learning algorithm for quantitative analysis of project performance of electricity 
bill recovery risk is proposed. Subspace identification method is used to create the 

performance distribution model of electricity bill recovery project and collect 

electricity bill recovery data. The classification of electricity rate recovery data is 
realized by using machine learning algorithm. The collected performance data of 

electric charge recovery risk projects are normalized and the local density of 

electric charge recovery data is calculated. The density peak clustering algorithm is 
used to determine the clustering center of electricity and electricity bill recovery 

data, construct the characteristic curve of electricity and electricity bill recovery 

data, and complete the quantitative processing of electricity and electricity bill 
recovery risk project performance. The simulation results show that: The F1 score 

of the research method is higher, and the false detection rate is always lower than 

0.1, which indicates that the research method has reliable application performance. 

Keywords. Machine learning algorithm, electricity bill recovery, risky projects, 

performance quantification, simulation experiment 

1. Introduction 

In recent years, with the rapid development of social economy and the acceleration of 

urbanization, the recovery of electricity charges has become an important part of 

energy management. However, there is still a risk of electricity bill recovery in many 

areas, that is, some residents or enterprises often default on electricity bills. This 

situation not only affects the economic benefits of power companies, but also has a 

negative impact on the entire energy supply system. 

Therefore, it is of great research significance to conduct quantitative analysis on 

the performance of electricity bill recovery risk projects [1]. Through in-depth analysis 

of the risk factors of electricity bill recovery, including the ability of users to pay, 

electricity consumption behavior and policies and regulations, it can help power 
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companies better formulate recycling strategies and measures to improve the efficiency 

and success rate of recycling. At the same time, quantitative analysis of performance 

can also promote power companies to optimize management processes, reduce 

operating costs, improve service quality and enhance market competitiveness [2]. In the 

current intelligent and data-driven era, the use of big data analysis, artificial 

intelligence and other technical means to conduct quantitative analysis of the 

performance of electricity bill recovery risk projects can not only improve the 

management level of power companies, but also help establish a more accurate and 

robust electricity bill recovery model. The continuous deepening of this research field 

will help promote the modernization of the field of energy management, and realize the 

sustainable development of the power industry and the maximization of social benefits. 

Aiming at the quantitative analysis of power risk, Huang J, et al. proposes a risk 

assessment method for power grid dispatching operation based on Markov chain and 

two-point estimation [3]. Risk theory is introduced into scheduling operation evaluation. 

Based on the characteristics of decomposition and memory-free scheduling operations, 

Markov chain is used to simulate the step-by-step execution of scheduling operations. 

At the same time, four indexes of voltage overlimit, power flow overload, static voltage 

stability and chain fault are selected to quantify the consequences of the power grid, 

and the influence of load fluctuation is considered in the indexes. Zhang A A, et al. 

takes transformer as the research object and designs a quantitative risk analysis method 

[4]. Firstly, the index system of transformer health evaluation is established, based on 

which the reliability model of transformer real-time health status is constructed. 

Secondly, the restoration function is used to quantify the influence of different 

maintenance methods on transformer reliability, and the transformer reliability before 

and after maintenance is determined by equivalent draft age method. Then, the 

operation risk economy of transformer is analyzed, and a reasonable maintenance 

strategy optimization model is constructed. Finally, the improved pigeon swarm 

algorithm is used for iterative optimization, so as to determine the optimal maintenance 

scheme and maintenance time. 

However, the method proposed in the above literature has some disadvantages. (1) 

These methods have limited treatment of system complexity and uncertainty, and it is 

difficult to fully simulate the operation of complex power systems or the actual 

working environment of transformers. (2) These methods may be subjective and 

limited in the establishment of models and the selection of indicators, and cannot cover 

all potential risk factors, resulting in the accuracy and comprehensiveness of evaluation 

results. (3) These methods may have limitations in algorithm design and optimization 

strategies, and it is difficult to fully consider the optimal solutions under various 

conditions, so there may be local optimal solutions in practical applications, affecting 

the accuracy and reliability of decision-making. Taken together, these methods need to 

be further improved and optimized to improve their applicability and effectiveness in 

the field of power system risk assessment and optimization. 

  Therefore, this paper proposes a quantitative analysis simulation method based 

on machine learning algorithm for project performance of electricity bill recovery risk. 
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2. Research Fundamentals

2.1 Collection of Electricity Charge Recovery Data

In order to complete the reliable quantitative evaluation of the performance of

electricity bill recovery projects under abnormal behaviors, subspace identification

method is adopted to create the performance distribution model of electricity bill

recovery projects [5]. Subspace identification is an effective data analysis technique,

which can help to identify the hidden patterns and laws in the collected data, and then

build the corresponding performance distribution model. Through the subspace

identification method, we can understand the characteristics and distribution of

electricity bill recovery project performance more comprehensively and accurately, and

provide a solid foundation for the subsequent data processing and evaluation [6]. A
single distributed power nodes are used to monitor the network status. By fusing fuzzy

scheduling strategy, a set of performance data collection model of electricity bill

recovery project is established. The model combines the characteristics of fuzzy logic,

and can capture the complex relationships and patterns in the performance data of

electricity bill recovery projects more effectively. Through this model, the data related

to the evaluation of the performance of the electricity bill recovery project can be

comprehensively collected and converted into a series of performance characteristics.

This method of integrated fuzzy scheduling strategy can not only improve the

efficiency and accuracy of data collection, but also help managers better understand the

changing trend and characteristic law of the performance of the electricity bill recovery

project, so as to realize the in-depth analysis of the performance data and optimize the

decision. This sequence of performance characteristics provides an important reference

for the performance evaluation of electricity bill recovery projects, and helps to

promote the development of electricity bill recovery projects in a more efficient and

accurate direction. Written as:

� �1 2, , , NB B B B� �, NB, N (1)

Where, NB is the N feature vector in the spatial distribution of performance of

electricity bill recovery project.

The spatial distribution feature vectors are normally correlated. If B meets the

K distribution function, then the channel model for performance transmission control

of the electricity bill recovery project is:

� � � � � �x n c n d n� � (2)

Where, � �c n represents the vector data set of performance data of electricity bill

recovery project under abnormal behavior, and � �d n is the characteristic data set of

electricity bill recovery situation distribution.

By adopting the channel balance adjustment strategy, the performance feature

space of the electricity bill recovery project is reconstructed successfully, and the

original performance feature data is adjusted and optimized according to certain rules
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and standards. In the adjusted feature space, a vector data set containing various 

performance indicators is established, which can describe the performance of the 

electricity bill recovery project more comprehensively and accurately. In this 

reconstructed vector data set, the statistical analysis of project performance data series 

is realized. Through the data statistics of various indicators, we can deeply understand 

the changing trend, correlation and abnormal situation of project performance, which 

provides an important reference for further performance evaluation and 

decision-making. This process not only improves the overall ability to control the 

performance data of the electricity bill recovery project, but also provides a more 

detailed and comprehensive perspective for the project manager to better formulate 

effective management strategies and improvement plans, and promote the steady 

development and optimization of the operation of the electricity bill recovery project. 

The characteristic quantity of statistical output is: 

� � � �2jH t l t�	 
��
           

(3)
 

Where, � �t	  is the unbalanced feature of network security debugging, t  is the 

output delay of network frequency band, 
  is the modulation frequency of network 

channel, and l  is the characteristic vector of network fluctuation. 

2.2 Classification of Electricity Bill Recovery Data Based on Machine Learning 
Algorithm 

Data classification has become a very popular research content in the field of machine 

learning. Accurate classification of electricity charge recovery data is conducive to 

subsequent retrieval and processing [7]. The machine learning algorithm is introduced 

to carry out the classification and processing of electricity bill recovery data. The 

principle of machine learning algorithm in the classification and processing of 

electricity recovery data is to learn and train the existing data samples, learn the 

patterns and features of the data, and then classify the unknown data according to these 

learned rules. Typically, machine learning algorithms use labeled data samples to train 

models to recognize and classify different categories of data. In the classification and 

processing of electricity bill recovery data, the machine learning algorithm can 

automatically discover the potential relationships and rules in the data, realize the 

effective classification of the data, and can quickly and accurately classify the data 

according to the characteristics of the new data, providing a scientific basis for the 

management and decision-making of electricity bill recovery project. The general 

learning process of the machine learning algorithm is shown in Figure 1: 
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Figure 1. General process of machine learning algorithm 

As the application field of machine learning is very wide, a variety of new machine 

learning algorithms continue to emerge, all algorithms can be applied to the 

classification of electricity recovery data. Therefore, the following application of 

machine learning to carry out the classification and processing of electricity bill 

recovery data is mainly divided into the following two stages: 

The main purpose of a classification model in a machine learning algorithm is to 

select the appropriate pre-defined document for the input document. A predefined set of 

documents is applied to training, and it is trained by a document algorithm. The 

following uses the classification model in the machine learning algorithm to carry out 

scoring processing on the feature words of the electricity bill recovery data [8]: 

(1) The classification model in the machine learning algorithm is used to classify 

all the electricity bill recovery data, and the electricity bill recovery with similar 

content is divided into a class; 

(2) The association rule mining algorithm in the machine learning algorithm is 

used to extract the correlation of electricity bill recovery data and the final keywords 

corresponding to electricity bill recovery; 

(3) For each type of electricity rate recovery, calculate the word frequency of the 

specific keywords extracted from each type of electricity rate recovery; 

(4) In each class, it is necessary to carry out clustering processing on the key words 

of electricity bill recovery data with the same word frequency; 

(5) Sorting and processing all kinds of electricity charge recovery data according to 

keyword word frequency; 

(6) Assign an index to each class. When the index value is 0, it indicates the class 

with the highest word frequency, and so on, the index is assigned to other classes to 

complete the classification. 

3. Method 

In order to realize the quantitative analysis of the risk items of electricity and tariff 

recovery data, the relevant electricity and tariff recovery data has been collected from 

the power system in the above article. After data collection, to improve the accuracy 

and quality of the collected data, it is necessary to conduct standardized processing of 

the collected data [9]. The specific process of standardization is as follows: 
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In the above formula, iW  represents the normalized processing of electricity and 

electricity bill recovery data, ,i jw  represents the original electricity and electricity 

bill recovery data, i�  represents the average value of collected electricity and 

electricity bill recovery data, i  represents the standard deviation of collected 

electricity and electricity bill recovery data, and m  represents the quantity of 

electricity and electricity bill recovery data. 

Through the above formula, the standardized processing of electricity and 

electricity fee recovery data is carried out to improve the quality and accuracy of 

electricity and electricity fee recovery data, and to lay a foundation for the subsequent 

determination of the clustering center of electricity and electricity fee recovery data. In 

determining the clustering center of the electricity bill recovery data. In this paper, the 

density peak clustering algorithm is used for calculation. Density peak clustering 

algorithm, as a clustering algorithm based on data density distribution, determines the 

cluster center by looking for density peak points in the data, and assigns the data points 

to different clusters. The algorithm can automatically discover cluster centers and 

process data sets with arbitrary shapes. In the course of application, the clustering 

algorithm determines the local density of each data point by calculating the distance of 

each data point to other data points in its neighborhood. When the point with the 

highest local density and closest to the centroid or central point of the cluster is found, 

it is the clustering center of the cluster [10]. Density clustering algorithm has strong 

data clustering ability, and the clustering process is more efficient. In the process of 

clustering, it is necessary to calculate the local density of electricity charge recovery 

data. The specific calculation process is as follows: 

� �ij sB R R� � �
           

(5)
 

In the above formula, �  represents the local density of electricity and electricity 

bill recovery data, � �B �  represents the discrete function of electricity and electricity 

bill recovery data, ijR  represents the interval of different electricity and electricity bill 

recovery data in the data set, and sR  represents the standard value of the interval of 

electricity and electricity bill recovery data [11]. Based on the above formula, the local 

density of electricity and electricity bill recovery data is calculated, and the weight 

centers of different clusters of electricity and electricity bill recovery data are 

determined, and the clustering centers are determined according to the calculation 

results to realize the clustering processing of electricity and electricity bill recovery 

data. In the above process, the specific process of using the density peak clustering 

algorithm to determine the clustering center of electricity and electricity bill recovery 

data is shown as follows: 
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In the above formula, ip represents the central weight of electricity and

electricity bill recovery data in different clusters, iU represents the change trend of

the central weight, i Nr� and ir represent different clustering ranges and distances

between different electricity and electricity bill recovery data, N represents the

clustering range of electricity and electricity bill recovery data, and o represents

the clustering center of electricity and electricity bill recovery data.

Through the above formula, the clustering center of the electricity and charge

recovery data is determined [12]. According to the distance between adjacent data

points, the collection data of electricity and electricity charges can be divided into

different clusters to realize the clustering processing of electricity and electricity

charges collection data [13]. At the same time, considering that under the action of

density peak clustering algorithm, the clustering center of power rate recovery data is

dynamic. Therefore, in the calculation, it is also necessary to sort the calculated central

weight, and further determine the cluster center point according to the size of the

weight. At this point, the clustering center of power rate recovery data based on density

peak clustering algorithm has been determined.

Based on this, the characteristic curves of different data are drawn, and their

changing trends and shapes are analyzed, so as to find the risk items in them, connect

all the risk items together, and construct the characteristic curves of the risk items in the

data of electric power bill recovery. The characteristic curve of the risk project thus

constructed is shown in Figure 2.
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Figure 2. Characteristic value curve of risk items in electricity bill recovery data
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As shown in Figure 2, in the above figure, the risk items of electricity and 

electricity bill recovery data are basically distributed on the same curve, and their 

values are all within a certain range. Normal values are more widely distributed than 

risk items. Taking the above risk project characteristic curve of electricity and 

electricity bill recovery data as the basis, it lays a foundation for the subsequent 

quantitative analysis of risk project of electricity and electricity bill recovery data. At 

this point, the construction of the risk project characteristic curve of electric power bill 

recovery data is completed. 

On the basis of the above design, the paper makes use of the generated risk item 

characteristic curve to realize the quantitative analysis of the risk item of the electricity 

bill recovery data [14]. The specific quantitative analysis process is shown in Figure 3. 
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Figure 3. Process of quantitative analysis of risk items of electricity bill recovery data 

As shown in Figure 3, in the process of quantitative analysis of the above risk 

items, the collected power and electricity bill recovery data set is first input, and the 

generated power and electricity bill recovery data risk project characteristic curve is 

reused. Conduct preliminary quantitative analysis of the risk items in the input data set, 

and according to the quantitative analysis results. Calculate the abnormal scores of data 

points on the characteristic curve of risk items, and then judge them [15]. Determine 

whether it is a data anomaly. If the data point is an anomaly, the quantization analysis 

result is directly output, if not, the quantization analysis error needs to be calculated. 

The data point is judged again, and the results of direct judgment meet the requirements. 

In the above process, the abnormal score is calculated as follows: 
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In the above formula, Y  represents the calculated anomaly score, and e  

represents the set quantization analysis error value. Through the above formula, the 

abnormal scores of the electricity and electricity bill recovery data are calculated, and 

the risk items of the electricity and electricity bill recovery data are quantitatively 

analyzed according to the calculation results, and the corresponding quantitative 

analysis results are output. The above quantitative analysis results are analyzed, and the 

risk items are dealt with, the causes of the risk items are judged, and the corresponding 

treatment measures are taken to ensure the stable operation of the power system. At the 

same time, the data of electricity charge recovery is monitored in real time, and its 

changes and characteristics are updated in real time to ensure the timeliness and 

efficiency of the quantitative analysis method. At this point, the design of the 

quantitative analysis method for the risk items of the electricity rate recovery data 

based on the density peak clustering algorithm has been completed. 

4. Validate 

In order to improve the reliability of the experimental results, corresponding control 

experiments were set up. Among them, the design method in this paper is method 1, the 

method in literature is method 2, and the method in literature is method 3 [3-4]. In 

order to compare the performance of the above three methods in practical application, 

the experiments designed are as follows. 

4.1 Preparation for Experiment 

In order to verify the effect of the design method in practical application, experimental 

tests are carried out. In the experiment, a power company is taken as an example, and 

the power system of the power company is taken as the experimental object. The data 

acquisition instrument is used to collect the operation data of the power system of a 

power company from multiple sensors, including the electricity consumption and 

electricity charges of power users for subsequent experimental testing. The energy 

meter contains a large number of power system operation data, which can provide solid 

data support for this experiment. The computer can analyze the collected data and 

record the corresponding experimental results. 

4.2 Discussion of Experimental Results 

In order to verify the effect of the above three methods in practical application, the F1 

score of the three methods is taken as the evaluation index, and the quantitative 

analysis effect of the three methods is compared. The higher the F1 score, the better the 

quantitative analysis. In the experiment, three methods were used to conduct multiple 

quantitative analysis of the experimental data set, and F1 scores of the three methods 

were recorded in the process of quantitative analysis. The specific statistical results are 

shown in Table 1. 
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Table 1. Quantitative analysis results of the three methods 

Number of experiments Three ways to score F1 
Method 1 Method 2 Method 3 

100 0.98 0.85 0.74 
200 0.99 0.84 0.72 

300 0.97 0.86 0.76 

400 0.96 0.82 0.78 
500 0.98 0.86 0.74 

600 0.97 0.87 0.79 

700 0.96 0.88 0.75 

800 0.95 0.86 0.77 

900 0.96 0.85 0.76 
1000 0.95 0.84 0.74 

As shown in Table 1, in the above experimental results, F1 scores of method 1 are 

higher than those of method 2 and method 3 in a single experiment. Overall, the 

average F1 score of Method 1 is 0.97, the average F1 score of Method 2 is 0.85, and 

the average F1 score of method 3 is 0.74. Thus, method 1 has the highest F1 score. 

Therefore, the method designed in this paper has a good quantitative analysis effect. 

This is because the performance quantitative analysis method combines the advantages 

of a variety of technologies, such as the performance distribution model created by 

subspace identification method, data classification realized by machine learning 

algorithm, and density peak clustering algorithm. The subspace identification method 

helps accurately capture the patterns and rules in the performance data of the electricity 

bill recovery project, the machine learning algorithm effectively classiifies the data, 

and the density peak clustering algorithm can accurately determine the clustering center 

of the data and build a representative characteristic curve of the risk project. These 

comprehensive technical means make the research method more comprehensively 

describe the performance of electricity bill recovery risk projects, improve the 

comprehensiveness and accuracy of the assessment, and thus make F1 score higher. 

In order to further verify the effect of the above three methods in practical 

application, the false detection rate of the three methods is taken as the evaluation 

index, and the false detection rate of the three methods is compared under different data 

volumes. The specific statistical results are shown in Figure 4. 
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Figure 4. Quantitative analysis results of the three methods 
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As shown in Figure 4, in the above quantitative analysis results, it can be seen that 

with the increase of data volume, the false detection rate of method 1 and method 2 is 

gradually increasing, and the false detection rate of method 1 is always much lower 

than that of the other two methods. It can be seen that method 1 has the lowest false 

detection rate. Therefore, the method designed in this paper has the best quantitative 

analysis effect. This is because this research method adopts relatively strict and 

accurate standardized processing when dealing with electricity bill recovery data, and 

combines local density calculation and density peak clustering algorithm. Normalized 

processing helps to eliminate outliers and noise in the data, reduce the volatility and 

uncertainty of the data, and thus improve the quality and stability of the data. At the 

same time, by calculating the local density and determining the clustering center, the 

valuable data patterns and characteristics are successfully identified, and the false 

detection rate is effectively reduced to ensure the accuracy and reliability of the 

performance of the project. By combining these methods, the false detection rate can be 

maintained at a low level, which enhances the stability and reliability of the overall 

evaluation. 

5. Conclusion 

In this paper, a quantitative analysis and simulation method of electricity bill recovery 

risk project performance based on machine learning algorithm is designed, which 

combines subspace identification method and density peak clustering algorithm. The 

performance distribution model of electricity bill recovery data is successfully 

constructed, and the classification and cluster analysis of electricity bill recovery risk 

project data are realized. This method provides a new way of thinking and technical 

means for the quantitative treatment of risk project performance in the field of electric 

power. In the future, we can further explore the wider application of machine learning 

algorithms in the field of electricity bill recovery, constantly optimize methods and 

algorithms, improve the accuracy and reliability of performance evaluation, and 

provide more effective support and guidance for electricity bill recovery management 

decisions, so as to promote the sustainable development and improvement of the power 

industry. 
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