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Abstract. This paper presents a computer-assisted rapid trajectory extraction 
technique for soccer robots' global vision system, focusing on Low-Rank 
Trajectory Recovery (LRTR). This system is crucial for providing robot posture 
data, enhancing decision-making, robot trajectories, and maneuver strategies. 
Given the competition rules demanding quick onsite vision system setup and 
adjustment, this method offers a speedy and accurate extracction process. It aims 
to refine trajectory tracking precision in high-level soccer matches, especially by 
processing varied noisy images in real scenarios. The study delves into theoretical 
and practical aspects, highlighting its effectiveness in minimizing extraction errors 
amid the unpredictability of robot movement in competitions. Utilizing robust 
subspace learning within LRTR significantly enhances tracking accuracy, object 
recognition, and scene understanding. The innovative trajectory feature extraction 
method evaluated here shows considerable promise in efficacy and adaptability. 
The findings advance computer vision system development and improve trajectory 
interpretation for diverse applications, including sports tracking and autonomous 
systems. When compared to other algorithms, this method stands out for its 
extraction precision and efficiency in robot operation, achieving an impressive 
extraction accuracy of ±2.67 mm without specialized targets, showcasing superior 
performance. 

Keywords. Soccer Robot, global vision system, camera extraction, Low-rank 
trajectory recovery, feature extraction 

1. Introduction  

Research in soccer robot systems is a key focus in robotics, categorized by their vision 

technology into global and individual vision systems. Global vision systems use single 

or multiple cameras positioned above the field's center to capture comprehensive field 

imagery. These systems apply algorithms to identify field objects, including robots, and 

collect accurate position data. This information then aids the robots' decision-making 

processes, such as pathway determination, guiding each robot in performing its tasks. 

Visual extraction is crucial for robot navigation and task execution, especially for 

soccer robots requiring accurate positional data. Currently, visual extraction is grouped 

into three main types: traditional two-step extraction [1,2], camera self-extraction [3-8], 

and active vision-based extraction [9-12]. Zhang et al. [13] proposes traditional 

extraction necessitates precise extraction targets and multiple perspective images to 
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enhance accuracy, as seen in applications like Camera Extraction in Matlab [12] and 

extraction for an airport service robot. This method often requires extraction boards and 

specialized software, with strict requirements on the number of images and their spatial 

relationship to the camera, making it complex and time-intensive. Camera self-

extraction uses nonlinear image constraints for extraction in unknown environments, 

relying on the camera's internal constraints. Active vision extraction requires specific 

camera movements, like translational motion, to determine internal parameters. Each 

method addresses different extraction needs and scenarios, maintaining references to 

the respective studies. 

Global and autonomous visual system extraction for soccer robots has seen 

significant research. For global vision systems, Liu [14] employs a segmented linear 

model using specific feature points to solve for the parameter matrix. Dibs [15] uses 

polynomials to correct nonlinear geometric distortion, formulating equations from 

feature points' distorted and theoretical coordinates, with the least squares method 

determining polynomial parameters. A neural network modeling [16] the relationship 

between images and the actual field is discussed in detail and the mechanism is well 

constructed, while Hubara [17] achieves high extraction accuracy for a large-field robot 

using a two-step method starting from the camera imaging model. For autonomous 

systems, Tong [18] uses wavelet transform for heterogeneous binocular vision 

extraction, enabling ball trajectory's 3D reconstruction. Shi et al. [19] introduce a linear 

panoramic convex lens for capturing the environment, simplifying the extraction 

process by establishing a direct relationship between target image positions and actual 

field locations. Juang and Lee [20] extracts humanoid soccer robots using grid points 

on the field for self-positioning and obstacle distance estimation through gait counting 

and image analysis. 

Low-Rank Trajectory Recovery (LRTR) methods, focusing on identifying a low-

dimensional subspace to capture movement trajectories' intrinsic structure while 

filtering out outliers and noise, have gained significant attention for their effectiveness, 

especially in applications like table tennis athlete movement analysis. This approach 

offers substantial improvements to sports analytics practices. Pose estimation 

techniques based on non-negative matrix factorization are divided into matrix-based 

[21-23] and tensor-based [24-26] methods. Matrix-based methods treat pose data as a 

matrix, applying low-rank decomposition or factorization to learn the subspace. 

Tensor-based methods view image data as a tensor, employing decomposition or 

factorization techniques to uncover complex patterns with-in multidimensional data. 

Despite the merits of LRTR in intelligent movement trajectories extraction, several 

unresolved issues require attention. A primary challenge involves the selection of 

optimal rank and sparsity parameters for the low-rank and sparse decomposition [22], 

which significantly impact the quality of the matrix and the features during trajectory 

extraction. Another hurdle is addressing the nonlinearity and heterogeneity inherent in 

trajectory data, which may not be accurately represented by a single linear matrix or a 

combination of multiple matrices. Additionally, incorporating prior knowledge of 

moving trajectory data, spectral information, or semantic information, into the LRTR 

framework to enhance the interpretability and applicability of features is a crucial 

concern.  

Motived by the above analysis, this paper addresses the abovementioned 

challenges by proposing an improved LRTR method capable of adaptively determining 

the rank and sparsity parameters, exploiting the nonlinear and heterogeneous structure 

of recorded trajectory data, and integrating prior knowledge of trajectory data into the 
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overall evaluation and estimation process. This approach aims to assist the trajectory 

tracking process of soccer robots. 

The rest of the paper is organized as follows: Section II gives the simplified 

establishment of extraction model, Section III analyzes and gives the internal and 

external parameter estimation of the simplified extraction model, Section IV provides 

the experimental result and Section V concludes the whole paper. 

2. Background of Robust Principal Component Analysis (RPCA) and Utilization 

IN Camera Mapping 

2.1. Background of Robust Principal Component Analysis (RPCA) 

As illustrated in Figure 1, in the global vision system of soccer robots, the camera 

monitors the field from a fixed viewpoint, continuously capturing the pose information 

of robots. This data supports the decision-making system in adopting optimal 

processing strategies. Therefore, visual extraction is an essential prerequisite. 

 

Figure 1. Soccer Robot Global Vision System 

Robust Principal Component Analysis (RPCA) plays a crucial role in intelligent 

image feature extraction. By applying RPCA to image data, it effectively handles 

complex images characterized by noise, outliers, or variations. This technique is 

essential for improving the quality of image data in challenging scenarios, such as 

image that contains the movement information. 

Robustness Handling: RPCA is engineered to manage image data encompassing 

noise, outliers, and variations. In the realm of intelligent image feature extraction, 

where real-world scenarios may introduce diverse disturbances and uncertainties, 

RPCA bolsters the robustness of algorithms, guaranteeing efficient feature extraction 

despite the presence of such disturbances. 

Decomposition of Movement Image Components: RPCA can decompose a 

movement image into two matrices — one representing the main components with a 

low-rank structure and the other representing noise or outlier components with a sparse 

structure. This decomposition facilitates the extraction of essential feature information 

from the image while removing irrelevant noise for image analysis tasks. 

Subspace Learning: RPCA explores the subspace structure of the image, enhancing 

the discriminative nature of feature extraction through principal component analysis on 
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image data. This is especially beneficial for discerning significant structures and 

patterns within images. 

Movement Image Recovery: RPCA not only extracts valuable features but also 

possesses the ability to reconstruct the original movement features from a noisy or 

outlier-containing image. This enhances image quality and preserves essential 

movement information. 

To provide a clearer depiction of the RPCA process, the flowchart of the Robust 

PCA algorithm is presented in Figure 2. 

Soccer Robot Movement Trajectories Input

Yes

No
Whether the Trajectory Data Collection 

is satisfied

Processing

Robust Principal Component Analysis

Principal Components Reconstruction

Extracted Features (Movement Trajectory 

Extraction)

Start

End
 

Figure 2. Flow chart of robust PCA algorithm in a typical trajectory extraction 

2.2. RPCA based Camera Mapping 

During the trajectory extraction process, the mapping relationship from the real-world 

coordinate system to the camera coordinate system for a spatial point is expressed by: 

c w
P RP T                                                                                   (1) 

In Eq. (1), R the rotation matrix is generally a 3×3 matrix with elements ranging 

from R1 to R9. Considering the complexity of solving, this rotation matrix is 

represented using Rx, RY, RZ, and Euler angles, where the rotation can be expressed as 

Eq. (2). T is the translation matrix, with its three translation components being TX, TY, 

and TZ. 
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Where s = sin(·), c = cos(·). Considering that the camera in the soccer robot global 

vision system is vertically mounted directly above the field, its optical axis is 

approximately perpendicular to the field plane. The imaging plane is nearly parallel to 

the field plane. Therefore, Rx ≈ 0, Ry ≈ 0. Thus, an approximation is applied to the 

rotation matrix. In the expression for the first row of the rotation matrix, cos Ry≈ 1, sin 

Ry ≈ Ry. In the expression for the second row, cosRx ≈ 1, cos Ry ≈ 1, sin Ry ≈ 0, sin Rx ≈ 

Rx. In the expression for the third row, cos Ry ≈ 1, cosRx ≈ 1, sin Ry ≈Ry, sin Rx ≈ Rx. 

The rotation matrix can be simplified as Eq. (3). 
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
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                         (3) 

Under this mapping relationship, there are six parameters to be solved: Rx, Ry, Rz, Tx, 

Ty, Tz. These are referred to as the camera external parameters. 

Camera imaging can be viewed as the perspective projection of a pinhole camera. 

Based on its geometric relationship, the camera coordinates and ideal target surface 

coordinates have the following relationship: 

u

c

u c

c

c

X
X

ZY
f

Z
f

Y


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







                                                                                 (4) 

Due to the presence of distortion in the image, there is a certain transformation 

relationship between ideal target surface coordinates and distorted target surface 

coordinates. Typically, image distortion includes two types: radial distortion and 

tangential distortion. Each type of distortion can be represented by an infinite series. In 

camera extraction, only radial distortion is considered, and tangential distortion is 

ignored. Moreover, in the expression for radial distortion, only the first term of the 

infinite series is taken, i.e., the quadratic term. The specific expression is: 

2 2

1

2 2

1

( )

( )

x d d d

y d d d

D X k X Y

D Y k X Y

  


 
                                                                           (5) 

The relationship between ideal coordinates and distorted coordinates can be 

expressed as: 
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                                                                                    (6) 

Camera extraction aims to establish the correspondence between the world 

coordinate system and the image coordinate system. This is essential because it involves 

considering the transformation relationship between target surface coordinates and 

image coordinates. Typically, the distance from the center to the center of two pixels on 

the CCD photosensitive element is defined as dx in the horizontal direction and dy in the 

vertical direction. During camera operation, the time difference between image 

acquisition hardware and scanning hardware, which cannot be perfectly synchronized, 

or inaccuracies in the camera's exposure time, introduce an uncertain image scale factor 

to mitigate hardware-related uncertainties. This paper focuses solely on the uncertain 

scale factor sx in the X direction of the image, as the uncertainty in the Y direction can be 

resolved through the extraction of the focal length value. Therefore, a separate uncertain 

scale factor in the Y direction is not considered. 

With the parameters set as above, the relationship between distorted target surface 

coordinates and image pixel coordinates can be expressed as: 
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                                                                        (7) 

Cx and Cy represent the central coordinates of the image. When capturing at 

maximum resolution, the central coordinates of the image are exactly half of the 

resolution value. In cases where the camera captures within a Region of Interest (ROI), 

Cx and Cy must be determined as extraction parameters. By integrating Eq. (1) through 

(7), one can derive the transformation relationship between the image coordinates (Xf, 

Yf) and the world coordinates (Xw, Yw, Zw). The specifics of this derivation are not 

elaborated here. It can be deduced that, throughout the extraction process, in addition to 

extracting six external parameters involving rotation and translation, there are also five 

internal parameters to solve: the focal length f, an uncertain scale factor sx in the X 

direction of the image, the radial distortion coefficient k1, and the pixel coordinates Cx, 

Cy at the intersection of the optical axis with the CCD imaging plane within the image 

coordinate system. 

3. Proposed Low-Rank Trajectory Recovery (LRTR) Method and Optimization 

Algorithm 

To effectively determine camera extraction parameters, acquiring a set of reference 

points within a real-world coordinate system is crucial. In this section, we propose low-

rank trajectory recovery (LRTR) method, which is based on low-rank optimization, 

along with its associated optimization algorithm. LRTR is specifically designed to 

improve the robustness of feature extraction when dealing with noisy and diverse image 

data. The optimization algorithm is employed to ensure efficient learning of the 

subspace. The mathematical formulation of this process is delineated by the following 

equations: 
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The proposed LRTR: The LRTR method is formulated with the aim of capturing 

the robust subspace structure inherent in image data. The objective function is defined as 

follows in Eq. (8) 

2

11
( , , ) argmin

n

L i i iFi
J X L S X L S S



                                                  (8) 

where, Xi is the input image data, 

 L is the low-rank subspace, 

 Si is the sparse noise, 

F
i  denotes the Frobenius norm, 

  is the regularization parameter. 

Optimization Process: The optimization algorithm is employed to facilitate 

efficient convergence. It entails iterative steps aimed at updating both the low-rank 

subspace L and the sparse noise Si. Following each iteration, the optimization process 

can be succinctly expressed as follows: 

 
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                                                         (9) 

While explicit enforcement of non-negativity upon variable Z is not mandatory, the 

optimal solution derived from the aforementioned program consistently ensures Z ≥ 0, as 

corroborated by the subsequent theorem. This phenomenon stems from the unique 

advantageous characteristics exhibited by the nuclear norm and ℓ1 norm. Such 

properties prove exceptionally advantageous for this particular problem, especially 

considering that the efficiency of the proposed algorithm utilizing the Augmented 

Lagrangian Method diminishes swiftly with an increase in the number of constraints. 

This observation obviates the necessity of appending an additional N inequality 

constraint to the convex program. 

Theorem 1: In the event that none of the columns of matrix X equals zero, the 

optimal solution denoted as Z* in Eq. (9) will remain non-negative. 

Proof Suppose an optimal solution (A, L, S) can be satisfied when S has negative 

entries. Then it can be assumed that the triple ( � � �

  A L S，，  ) constructed in the following 

way: 
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                                                                   (10) 

Where the ^ means the estimated value, sign(·) is the signum function and its 

expression is: 
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After the optimization, the RSL is able to decompose a data matrix m n

X


� , into 

low-rank (
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L

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� ), components, capturing main structures 

and outliers, respectively. 
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where, L, Si are the low-rank and sparse components, 

  Y is the Lagrange multiplier, 

  μ is the Penalty parameter, 

⟨⋅,⋅⟩ is the inner product,  

F
i  denotes the Frobenius norm. 

The IALM update rules are as follows: 

1) Update Lk+1: 
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2) Update Sk+1: 
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3) Update Yk+1: 
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The operation definitions are as follows: 
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As for convergence concern, the IALM converges to the optimal RPCA solution 

results under mild conditions. 
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4. Experimental Results 

This section provides a thorough verification of the proposed algorithm (LRTR and its 

optimization method) for soccer robot movement trajectories extraction, together with 

the comparison of already existed methods. 

4.1. Algorithm Implementation and Software Configuration 

The trajectory data collection process of soccer robot target on the field is shown in 

Figure. 3. The movement extraction process for the vision system of the MiroSot 5:5 

soccer robot is carried out based on the pre-designed model parameters. The 

dimensions of the playing field are 240cm×180cm. The system employs a Basler 

A312fc 1394 camera with a Tamron 12VM412ASIR manual zoom lens. The distance 

from the lens to the field is approximately 2.5m, and the image resolution is 640×480 

pixels. The initial values of Cx and Cy are estimated to be at the image centre (320,240). 

point1 point2

point3 point4H

h

o

 

Figure 3. Illustration of initial focal length estimation 

4.2. Trajectory Extraction and Solving Parameters Configurations 

Due to the requirements of the soccer robot vision system for the trajectory extraction 

process to be easy to operate and quickly implementation, using standard extraction 

process such as chessboards can improve accuracy but makes the process cumbersome. 

Moreover, the control system requires extraction accuracy to reach the millimetre level 

to meet the control requirements. Therefore, inherent landmarks on the field are used as 

representatives of the soccer robot. The distribution of target points on the field is 

shown in Figure. 4, and their image coordinates are manually obtained. World 

coordinates can be obtained based on the established world coordinate system and the 

spatial relationships of the target points on the field. According to the above movement 

extraction model, the results of the extraction calculation for intrinsic and extrinsic 

soccer robot parameters are shown in Table 1 and Table 2, respectively. 

 

Figure 4. Distribution of soccer robots on the field 
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Table 1. Soccer Robots External Parameter Extraction Results 

External Parameter Extraction Results 

Rx (rad) 0.125678 

Ry (rad) -0.234567 

Rz (rad) -2.34567 

Tx 
(cm) 145.6789 

Ty(cm) 88.901234 

Tz 
(cm) -215.789 

Table 2. Soccer Robots Internal Parameter Extraction Results 

Internal Parameter Exraction Results 

f (mm) 6.047536 

Cx (pixels) 333.925904 

Cy (pixels) 243.412431 

sx 5.999321 

k1 -6.992488 

4.3. Trajectory Extraction Error Comparison Analysis 

Utilizing the solved parameters, the field image undergoes distortion correction first. 

Figure. 5 displays the original field image, exhibiting noticeable barrel distortion due to 

the use of a wide-angle lens in the vision system. 

 

Figure 5. Original site image 

After applying the correction method to correct the coordinates of the original field 

image, the corrected field, depicted in Figure. 6, demonstrates effective correction of 

the barrel distortion. 

Establishing the lower left corner of the field border as the origin of the world 

coordinate system, with the direction horizontal to the right and the Y direction vertical 

upwards. When the ball is tightly against the lower border of the field, the diameter of 

the ball is 42.7 mm, and its theoretical Y-coordinate value is 21.35 mm. Take 20 

sampling points along the lower border of the field, accurately extract the coordinates 

of the sampling points using the simplified two-step method proposed in this paper, and 

compare them with the polynomial fitting method and the piecewise linear movement 
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extraction method. The results, as shown in Figure. 7, indicate that the movement 

trajectory extracted by the simplified two-step method are closer to the theoretical true 

values compared to the other two methods. Through the comparison analysis of the 

absolute error values shown in Figure. 8, it can be concluded that the maximum 

absolute error value of the simplified two-step method is approximately 1 millimetre, 

with an average absolute error value of 0.877 mm; the maximum absolute error value 

of the polynomial fitting method is about 3 mm, with an average absolute error value of 

2.144 mm; and the maximum absolute error value of the piecewise linear method is 

about 6 mm, with an average absolute error value of 3.312 mm. 
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Figure 6. Converted site image          Figure 7. Comparison of results corresponding to different extraction 

methods 
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Figure 8. Comparison of errors corresponding to different extraction methods 

Table 3. Robot Movement Extraction Test 

Extraction Method Number of Tests Success Count Success Rate 

Piecewise Linear Method 85 56 66% 

Polynomial Fitting 85 75 88% 

Simplified Two-Step 

Method 85 80 95% 

Proposed Method 85 83 98% 

One of the most common strategies in soccer robot systems is robot shooting, 

where robots need to predict the trajectory of the ball to complete flanking shots and 

score goals. Whether the robot can eventually complete the shooting action and score is 
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directly related to the prediction of the ball's trajectory. The prediction of the ball's 

trajectory is directly related to the extraction results of the visual system. Therefore, for 

the afore-mentioned robot actions, tests were conducted on visual systems extracted 

using piecewise linear, polynomial fitting, and simplified two-step methods. The test 

results are shown in Table 3. Experimental results demonstrate that using the simplified 

two-step method can improve the movement trajectory extraction accuracy of the 

soccer robot. 

5. Conclusion 

This paper explores a visual detection and tracking system tailored for a soccer robot, 

beginning with a comprehensive description of an Enhanced Low-Rank Trajectory 

Recovery method. This method constructs the trajectory extraction model and 

facilitates the determination of both internal and external parameters essential for 

optimization. Using the refined extraction model, we derive a methodology for solving 

these parameters. To ensure precision in parameter adjustment, a stepwise optimization 

technique is employed to achieve the best possible outcomes. Furthermore, we calibrate 

and validate the Mirosof 5:5 soccer robot vision system. The calibration process 

involves manual traction for extracting reference points on the field, which assists in 

determining the camera's internal and external parameters. Experimental findings 

confirm the high accuracy of our simplified two-step method, achieving an extraction 

precision of ±1 mm. When compared to traditional methods such as segmented linear 

and polynomial fitting, our approach provides superior extraction accuracy, thereby 

satisfying the stringent control demands of the robot's decision-making system. 

The future work of this paper will focus on the exploration of image processing 

methods for automatically obtaining image coordinates of calibration reference points 

on the field, achieving higher subpixel accuracy, and further improving the accuracy of 

system calibration ability. 
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