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Abstract. The study aims to improve the accuracy rate of data classification under 
computer audit. An appropriate data mining (DM) algorithm is employed to 

classify affordable housing data. First, the research status of the DM algorithm and 
affordable housing audits is introduced, and the process of computer audit is 

described. Second, after analyzing the advantages and disadvantages of well-

known DM algorithms, a decision tree (DT) is constructed using C4.5. In the end, 
C4.5 is enhanced by the interest and simplified by the Taylor series. According to 

the findings, the naive Bayes tree (NBTree), the classification and regression tree 

(CART), and C4.5 have average accuracy rates of 85.4%, 85.7%, and 85.6%, 
respectively. This shows that C4.5 and NBTree have an excellent effect on 

classifying the sample set. CART and C4.5 have a faster modeling speed, and their 

classification accuracy on huge data sets is better than that of NBTree. Therefore, 
it can be concluded that C4.5 and CART have good scalability; C4.5 has the best 

performance, and its ratio of rules to leaf points is higher than that of the other two 

algorithms; compared to the original C4.5, the enhanced C4.5 has a greater 
accuracy rate and a rule-to-leaf node ratio, but their modeling time is the same; the 

simplified C4.5 has the best performance, its classification accuracy rate is 98.7%, 

its modeling time is 0, and its interpretability is 1.9. This study provides a 
reference for the information development of affordable housing audits. 

Keywords. Data mining, Computer audit, Affordable housing, Data classification, 

C4.5 algorithm 

1. Introduction 

The technical departments of various industries have applied artificial intelligence (AI) 

and made outstanding achievements [1]. The audit department is one of them. The 

audit is defined by legislation as an impartial financial supervisory activity in which a 

specifically appointed body examines the principal projects, financial receipts and 

outlays, and operations of governments, financial institutions, businesses, and 

organizations [2]. Facing extensive data, traditional audit departments find it is difficult 

to extract and analyze them. With this regard, the information-based audit based on 

computer technology is used by enterprises, institutions, and national institutions, and 

the relevant cost is significantly reduced [3]. But it also brings some risks, such as 

accounting information distortion and economic crime. Therefore, the integration of 

audit and information technology needs to be strengthened [4]. 
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This study is based on the audit of affordable housing. The shortcomings in the 

current audit data analysis include the backward and passive development of traditional 

analysis models and the difficulty in tracking audit data [5, 6]. Data mining (DM) 

technology has a good application prospect in the audit industry, which can help 

auditors analyze massive data efficiently and effectively improve audit efficiency [7]. 

Affordable housing project is called social housing, public housing, housing and so on 

in foreign countries. Related research also started earlier, mainly focusing on the 

distribution mode, policy system and construction management of affordable housing. 

Public rental housing policies in western countries are mainly aimed at low-and 

middle-income people [8]. At the end of last century, Singapore applied the central 

provident fund to housing financing [9]. At the beginning of the 21st century, Japan 

applied national finance to housing security [10]. In the research on the construction 

and management of affordable housing, the mode of cooperative construction of 

affordable housing between real estate enterprises and the government has been 

relatively mature [11]. 

Recently, there has been a lot of interest in the application of AI and DM methods 

in the field of computer auditing. First, Wang et al. (2023) successfully classified audit 

data using deep learning methods, namely convolutional neural networks (CNNs). 

Their research highlighted the higher accuracy and efficiency of CNN in dealing with 

large-scale audit data, which provides strong support for computer audit [12]. 

Meanwhile, Alkahtani and Aldhyani (2022) focused on the application of recurrent 

neural network (RNN) in the audit field within the scope of deep learning, and further 

improved the accuracy of classification through the processing of time series data [13]. 

Together, these two lines of inquiry illustrated the potential benefits of deep learning 

for data classification. Sestino and De Mauro (2022) employed the K-means clustering 

algorithm in their DM research to categorize affordable housing data. Their research 

showed that clustering algorithm can identify potential patterns in data and help to 

better understand the structure of audit data [14]. Correspondingly, the research of 

Mahmoodi Khaniabadi et al. (2023) focused on the mining of association rules, which 

provided a deeper insight for computer auditing by discovering the correlation between 

data. These two research directions show the diversity and adaptability of DM 

algorithms when dealing with audit data [15]. It was worth noting that attempts to 

integrate multiple algorithms have emerged in recent studies. For instance, Sharma et al. 

(2022) developed a compound method to address the complex relationship in audit data 

by integrating the support vector machine and decision tree (DT) algorithms. Their 

study highlighted the value of combining several methods, which can boost 

classification robustness and accuracy while offering a novel approach to the field of 

computer auditing [16]. 

On the other hand, the research on algorithm application also includes many fields. 

Hua et al. (2023) realized efficient binary classification through logistic regression 

algorithm, which highlighted the excellent ability of logistic regression in handling 

audit exceptions [17]. Nti et al. (2022) revealed the potential of reinforcement learning 

in dealing with uncertainty and complex audit environment by introducing deep 

reinforcement learning [18]. In light of large-scale data, Kumar et al. (2023) 

implemented a distributed method and stressed the value of distributed computing to 

increase the effectiveness of computer auditing [19]. Ouyang et al. (2022) studied 

anomaly detection by generating adversarial network (GAN), and successfully revealed 

the effectiveness of GAN in discovering potential anomaly patterns [20]. Farina et al. 

(2022) used self-supervised learning method to extract features from large-scale audit 
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data, which highlighted the potential of self-supervised learning in learning useful 

representations from unlabeled data [21]. Akgun and Greenhow (2022) introduced time 

series analysis and long and short-term memory (LSTM) networks. They also provided 

a more accurate categorization method for audit data that is time-sensitive [22]. These 

developments made it possible to carefully analyze the patterns and trends discovered 

in audit data. 

In terms of graph-based method, Zan (2022) made remarkable achievements in the 

classification of audit network data, providing a novel modeling method for complex 

relationships [23]. Kuo et al. (2022) studied the classification method when dealing 

with uncertain data through fuzzy logic and fuzzy clustering algorithm, which provided 

a new perspective for dealing with fuzzy data in auditing [24]. The ensemble learning 

approach was used by Dwivedi et al. (2022) in conjunction with numerous classifiers, 

highlighting the significance of ensemble learning in enhancing algorithm robustness 

[25]. Bradshaw et al. (2022) introduced the concept of meta-learning and a method for 

classifying audit data based on a small sample size. In the situation of scarce data, this 

method provided guidance for computer auditing [26]. Under the context of big data, 

Abdullahi et al. (2022) embraced high-performance computing and parallel computing 

technologies, which enhanced the speed and effectiveness of audit data processing and 

offered a creative solution for large-scale data processing [27]. 

In addition, other related research has also made important contributions to the 

development of computer auditing. For example, Mendoncan et al. (2022) studied the 

demand for model interpretation in audit scenarios by introducing model interpretation 

technology, which provided a practical method for understanding the reasons behind 

model decisions [28]. This series of research together constitutes a rich and diverse 

research picture scroll, which deeply digs into the wide application and future 

development direction of AI and DM in computer auditing. 

According to the previous research, the Chinese audit system based on DM 

technology is not intelligent enough and the data processing is not perfect enough, so 

the audit data analysis based on DM technology needs further research. However, there 

are also some shortcomings in the audit research of affordable housing in China. 

Enhancing the theoretical and practical investigation of affordable housing projects will 

be crucial in advancing social development. The study provides a novel and effective 

approach for affordable housing audit by selecting an appropriate DM algorithm and 

applying it to the classification of computer audit data of affordable housing.

The main task is to optimize the network security operation mechanism and 

environment and improve the existing audit level of affordable housing. First, the 

classical algorithms in DM are introduced and compared, and the DT algorithm is 

applied to the affordable housing audit. Secondly, the initial data are preprocessed, and 

trials are conducted to compare how well the classification algorithms work. After that, 

C4.5 is selected to perform algorithm modeling and is improved. The innovation is that 

the improved C4.5 can improve audit efficiency. Finally, the improvement suggestions 

for the current affordable housing audit are proposed, which provides practical 

guidance and a theoretical basis for the future affordable housing audit. 
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2. Theoretical Basis and Dm Algorithm 

2.1. Theoretical Basis 

The audit data come from the enterprise's financial departments. The characteristics of 

the audit data are seen in Figure 1. 

Ease of use Security Reliability

System 

stability and 

system 

performance

Scalability Progressiveness Practicability

Tax data 

characteristics

 

Figure 1. Characteristics of audit data. 

Figure 1 shows that audit data are easy to use, safe, reliable, good system 

performance, stable, scalable, practical, and progressive. Based on these characteristics, 

appropriate DM technology is selected. 

The audit is carried out by an information-based computer audit method. The 

requirements of the traditional audit include assurance, economic supervision, and 

evaluation [29]. Based on the traditional audit, computer audit includes another two 

requirements: a computer system and a computer. Computer audit is realized based on 

computer technology. The process of computer audit is displayed in Figure 2. 

Pretrial investigation Data acquisition Data sorting Data analysis
Get a little, extend the 

investigation

 

Figure 2. Process of computer audit. 

Pre-trail inquiry, data collecting, data sorting, data analysis, and investigation 

extension are the five steps of computer audit. Pre-trail investigation and data 

collection are completed in the preparation stage. Data sorting converts and cleans the 

audited data to ensure data consistency and integrity. Audit analysis processes audit 

data by implementing an analysis model. Data sorting and model implementation are 

the focus of audit work [30]. 

DM technology is a branch of computer science. Its primary function is to extract 

data patterns and transform them into structures that human beings can understand. The 

processing flow of DM technology is seen in Figure 3. 
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Figure 3. Processing flow of DM technology. 

Figure 3 shows that the original data are collected and preprocessed, and a 

background database is established. After that, the data format is converted, and model 

implementation and data visualization are performed. Data preprocessing can unify the 

data format. The background database has the data with a unified format, and the 

overall batch conversion of the data format is carried out. DM technology includes 

many algorithms, such as the widely used DT and cluster analysis [31].  

Predictive modeling of continuous and discrete parameters is the primary 

application of DT. The Iterative Dichotomizer-3 (ID3) algorithm is a classification 

algorithm. A DT is built by the selection window, and the node and branches are the 

attributes with maximum information in the database [32]. It is widely used for 

processing images, video data, and binary data. It has a fast classification speed and 

clear principle, but it also causes a bias problem and is sensitive to noise [33]. C4.5 is 

developed from ID3, and it is used to realize multi-objective classification. It is made 

by chopping down ID3's tree structure and adding the processing algorithm for 

continuous attributes and partial data. To choose qualities, it makes advantage of the 

information gain rate [34]. C4.5 has a high accuracy rate, easily comprehensible 

classification algorithms, and directly processable continuous characteristics. However, 

its program does not work when the training set is large. The Classification and 

Regression Trees (CART) develop from ID3. Its application scope is broader than that 

of ID3 and C4.5. It can solve the problem that ID3 cannot be generalized and deal with 

continuous data directly. Another commonly used DT is the Bayesian classification 

algorithm, which can improve generalization by learning naive Bayesian parameters 

[35]. 

The clustering algorithm is used for data preprocessing. Common clustering 

algorithms include the hierarchical clustering algorithm, K-means clustering algorithm, 

Fuzzy C-Means (FCM) clustering algorithm, and Self Organizing Maps (SOM) 

clustering algorithm. Their details are displayed in Figure 4. 
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Figure 4. Clustering algorithms.

The effectiveness and widespread use of the K-means method in large-scale data 

clustering is demonstrated in Figure 4.

In DM, some point groups deviate from the normal trajectory, also known as 

outliers. Anomaly DM is outlier detection. The commonly used outlier detection 

algorithms are the outlier detection algorithm based on the regression model, density, 

nearest neighbor degrees, and distance clusters.

2.2. Computer Audit Based on Dt

The audit of affordable housing emphasizes the actual situation of affordable housing 

distribution. The audit information includes industrial and commercial registration 

information, provident fund loan information, real estate information, endowment 

insurance information, and vehicle information [36].

In data collection, the electronic data and target data are collected. Data collection 

methods include direct copy, data interface, and backup file recovery. The research 

object is some original data of the audited units in the research area and the relevant 

data scales. Data preprocessing includes data cleaning, conversion, integration, and 

verification. Audit data cleaning needs to clear irrelevant attributes, fill in blank values, 

and clear noise. Because the data are authentic and their attribute values are within a 

range, they may be illegal data when input manually. After these data are cleaned, the 

number of records obtained is 1210, including 855 training sample sets and 360 test 

sample sets. Their formats are unified through data conversion. C4.5 is used to 

discretize the continuous data because it can make discrete attributes transform into 

continuous attributes. Data integration is performed by selecting data attribute subsets. 

The DT is selected based on the evaluation indexes. There are five performance 

indexes: accuracy, robustness, computing speed, interpretability, and scalability.
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2.3. C4.5 Modeling

After performance comparison, C4.5 is selected for modeling, and its flow is shown in 

Figure 5.
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Figure 5. Modeling flow of C4.5.

In Figure 5, C4.5 chooses the information gain rate as both the test and decision 

attributes.

The computer category information entropy is shown in equation (1):

H(C)=-�j p�Cj�log
2
p�Cj�=Info(F) (1)

In equation (1), F is the training sample set, C is the category, p is the probability, 

and H is the information entropy.

nformation entropy is calculated by equation (2):

H(C/V)=-�j p�vj��j p�Cj/vi�log
2
p�Cj/vi�=-�n

i=1

�Fi�

|F|
Inf��Fi�=Infov(F)		 (2)

In equation (2), V is the attribute, and n is the number of values.

The information gain is calculated by equation (3):

I(C,V)=H(C)-H(C/V)=Inf�(F)-Infov(F)-gain(v) (3)

The splitting information of attribute V is calculated by equation (4):

H(V)=-�i p�vi�log
2
p�Vi�=-�n

i=1

�Fi�

|F|
log

2

�Fi�

|F|
=split_Info(v)			 (4)

The information gain rate is calculated by equation (5).
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gain_ratio(v)=I(C,V)/H(V)= gain(v)/split
-
Info(v)					 (5) 

The evaluation methods of classification results include the k-fold cross-test 

method and retention method. The retention method divides the data into the test set 

and training set, of which two-thirds are allocated to the test set and one-third to the 

training set. The classifier is obtained by using the training set. The k-fold cross-test 

method divides the given data into subsets of equal size, takes the centralized data as 

the training set in turn, and finally obtains the classification model with the highest 

accuracy rate. 

2.4. Improvement of C4.5 

The traditional C4.5 has a bias problem in determining test attributes, and some 

attribute values are relatively concentrated. Therefore, it needs to be improved. First, 

interest degree γ is introduced into equation (2), and it is the user's interest in uncertain 

information. At this time, equation (2) transforms into equation (6). 

Hγ(C/V)=-�  j p�Vj�+
1

|F|
�  i �Cj/Vi�log

2
p�Cj/Vi�=Infovx						 (6) 

Equations (7) and (8) are the deformations based on equations (3) and (5). 

Iγ(C,V)=H(C)-Hγ(C/V)=Info(F)-Infovγ(F)=gain
α
(v)						 (7) 

Gain_ratio (v)=Iα(C,V)/H(V)=gain
α
(v)/spl it_Info (v)			 (8) 

Figure 6 demonstrates the enhanced C4.5's attribute selection procedure. 
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Figure 6. Attribute selection process of the improved C4.5. 

The provident fund state attribute is added to the improved C4.5 after the 

communication with auditors. 

Further improvements are necessary because the results indicate that the enhanced 

C4.5's modeling efficiency is low. The improved C4 5 is simplified to improve 

modeling efficiency and shorten the modeling time. Based on the previous research 

[37], the equivalent infinitesimal principle and Taylor series are used to improve the 

performance of C4.5. The improved C4.5 using logarithmic function operations is 

compared with that using four simple mixed operations. 
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2.5. Simulation Experiments 

The data set used for performance comparison and experiment analysis comes from 9 

data sets of the Waikato Environment for Knowledge Analysis (WEKA) website. The 

comparison algorithms include CART, C4.5, and the naive Bayes tree (NBTree). The 

attributes of data samples include continuous and discrete attributes to ensure the 

comprehensive detection of their performances. Table 1 displays the experimental data 

information. 

Table 1. Information of experimental data 

Samples wisconsin vowel strike servo pollution optdigits meta fruitfly ecoli 

Numbers 17 36 17 35 9 21 20 10 10 

Number 

of 

recorded 

435 683 57 351 768 1000 810 286 214 

In Table 1, the sample sets with large data sets: pollution, optdigits, and meta. 

CART, C4.5, and NBTree are used to classify the above data samples. The comparison 

of experimental results includes accuracy rates, modeling speeds, robustness, 

scalability, and interpretability. Based on the experimental results, C4.5 is selected for 

modeling. 

WEKA3.8.1 is the experimental environment. A test set of 30% of the data and a 

training set of 70% of the data are chosen. The eclipse is the programming environment 

used to implement the enhanced C4.5. Furthermore, a comparison is made between the 

enhanced C4.5's performance and the conventional C4.5's. 

3. Analysis of Algorithm Performance 

3.1. Comparison of Algorithm Performance 

The accuracy rates of CART, C4.5, and NBTree are compared, as shown in Figure 7. 
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Figure 7. Comparison of the accuracy rates and modeling speeds. (a. comparison of the accuracy rates; b. 

comparison of the modeling speeds) 
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Figure 7(a) shows that the accuracy curves of CART, C4.5, and NBTree have 

different fluctuations, but the peak value is almost the same. The average accuracy 

rates of the three algorithms are discussed. The average accuracy rate of CART is 

85.4%, that of NBTree is 85.7%, and that of C4.5 is 85.6%. This shows that C4.5 has a 

better classification effect. 

The modeling speeds of the three techniques are displayed in Figure 7(b). With a 

modeling time of 39.9 seconds, NBTree has the slowest modeling speed. The modeling 

speeds of CART and C4.5 have no significant difference. The overall modeling speed 

of C4.5 is faster than that of CART. NBTree has the fastest modeling speed of 0.02 

seconds, while C4.5 has the shortest modeling time of 0. C4.5 is relatively steady when 

the size of the data set is high, while CART requires a rapidly increasing amount of 

time. In terms of modeling speed and classification accuracy rate, CART and C4.5 

outperform NBTree, as demonstrated in Figures 7(a) and 7(b). Additionally, they are 

highly scalable. 

The robustness of the algorithms is compared based on the vowel test sample set 

and the vowel challenge sample set. Figure 8 presents a comparison of the modeling 

speed and accuracy rate between the two datasets. 
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Figure 8. Robustness comparison. (a. comparison of mandatory classification accuracy rates; b. comparison 

of the modeling speed for robustness) 

According to Figure 8, C4.5 performs the best in terms of modeling speed and 

classification accuracy rate. NBTree has the least loss in accuracy rate and the least 

increase in modeling time. Those of CART rank second. This shows that CART and 

NBTree have strong robustness. 

The ratios of rules and leaf nodes of CART, C4.5, and NBTree are demonstrated in 

Figure 9. 
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Figure 9. Comparison of the ratios of rules and leaf nodes. 
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Figure 9 shows that the ratio of rules to leaf nodes of C4.5 is higher than that of the 

other two algorithms. This proves that C4.5 has high interpretability. Compared with 

the leaf node ratio of NBTree, CART has no advantage. 

3.2. Performance Comparison of the Improved Algorithm 

The improved C4.5 model and traditional C4.5 are compared in the classification 

accuracy rate, modeling time, and model interpretability, and Figure 10 presents the 

findings. 

ecoli
fruitflymeta

optdigits
pollution

servo
strik

e
vowel

wisconsin

Affordable housing data

Average

65

70

75

80

85

90

95

100

A
cc

u
ra

cy
 (

%
)

Algorithm type

 C4.5

 C4. 5 (improved)

(a)

ecoli
fruitflymeta

optdigits
pollution

servo
strik

e
vowel

wisconsin

Affordable housing data

Average

-0.2

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

M
o
d
el

in
g
 t

im
e 

(s
)

Algorithm type

 C4.5

 C4.5 (improved)

(b)

ecoli
fruitflymeta

optdigits
pollution

servo
strik

e
vowel

wisconsin

Affordable housing data

Average

1.0

1.2

1.4

1.6

1.8

2.0

R
at

io
(%

)

Algorithm type

 C4.5

 C4.5 (improved)

(c)  
Figure 10. Comparison of the accuracy rates of the improved model and the traditional model. (a. 

comparison of the accuracy rate; b. comparison of the modeling time; c. comparison of the interpretability) 

The accuracy rate of the upgraded C4.5 is higher than that of the conventional 

C4.5, as seen in Figure 10(a). When it comes to classifying affordable housing data, its 

accuracy rate is 97.5%. The enhanced C4.5 has an average accuracy rate of 87.7%, 

whereas the conventional C4.5 has an average accuracy rate of 84.7%. Figure 10 (b) 

displays the modelling time comparison between the modified algorithm and the 

conventional algorithm. There is hardly discernible variation in the modelling times. 

The enhanced C4.5 takes 0.39 seconds on average to model, while the conventional 

C4.5 takes 0.37 seconds on average. This demonstrates that the enhanced C4.5's 

modeling speed has not increased. Their comparison of the interpretability is displayed 

in Figure 10(c). Compared to the conventional C4.5 algorithm, the modified approach 

has a greater rules-to-leaf node ratio. The number of rules and leaf node ratio are used 

to determine interpretability. The interpretability of the model improves with a larger 
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conversion ratio of a few leaf nodes. In contrast to the conventional C4.5, the enhanced 

C4.5 exhibits strong interpretability. 

The performances of C4.5, the enhanced C4.5, and the C4.5 following four 

straightforward operations are compared using data on affordable housing. Table 2 

displays the outcomes of the comparison. 

Table 2. Performance comparison of different C4.5 algorithms 

Model 
category/model 
performance 

Accuracy rates Modeling time Interpretability 

C4.5 84.7% 0s 1.7 

Improved C4.5 97.5% 0.01s 1.9 

C4.5(after four simple 
operations) 

98.7% 0s 1.9 

Table 2 shows that the average performance of the simplified C4.5 is the best, with 

an accuracy rate of 98.7%, its modeling time is 0, and its interpretability is 1.9. This 

shows that the research method improves the accuracy rate in a specific environment, 

and the equivalent infinitesimal and Taylor equation shortens the generation time of a 

DT. 

4. Conclusion 

The audit process of DM technology is introduced, the research state of DM 

technology and affordable housing is assessed, and the benefits and drawbacks of 

common DM technologies are contrasted in light of the rapid growth of computer 

technology. The C4.5 algorithm is used to classify the audit data of affordable housing. 

After the audit data are collected, classified, and preprocessed, a DT model is 

implemented by C4.5, and the classification results are evaluated. According to the 

evaluation results, C4.5 is improved. The classification accuracy rate of the simplified 

C4.5 is 98.7%. The research results provide a reference for the audit work of affordable 

housing. However, there are also some shortcomings. For example, the data have some 

objective and subjective deviations because they are the measured data in the study 

area, affecting the experimental results; using the Taylor equation to simplify C4.5 

needs further discussion because the Taylor equation may still need to be improved. 

Therefore, the follow-up research will deeply study the data preprocessing technology, 

and the Taylor equation will be discussed further 
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