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Abstract. Group decision making is traditionally a human-centered process, where
communication, synchronization and agreement are driven by the stakeholders in-
volved. In the area of multi-objective optimization (MOO), this becomes a chal-
lenge, because MOO usually produces a large amount of trade-off solutions that
need to be analyzed and discussed by the stakeholders. Moreover, for transparent
group decision making, it is important that each decision maker is able to trace the
entire decision process – from associated data and models to problem formulation
and solution generation, as well as to the preferences and analyses of other decision
makers. A graph database is capable of capturing such diverse information in the
form of a knowledge graph. It can be used to store and query all dependencies and
hence can support complex decision-making tasks. Further advantages are the in-
herent suitability for visualization and the possibilities for pattern matching, graph
analytics and, if semantically enriched, to infer new connections in the graph. In
this paper, we show how such a knowledge graph can be used to support more trans-
parent and traceable decision-making activities, particularly when multiple stake-
holders with differing preferences or perspectives are involved.
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1. Introduction

In modern manufacturing industries optimization plays a vital role. It is desired on var-
ious levels of manufacturing, from business strategies over factory design to the work
process execution. In many cases, however, a solution should optimize more than one ob-
jective, which leads to multi-objective optimization (MOO) where several objectives are
addressed concurrently. These objectives are often conflicting, where an improvement for
one objective causes a deterioration in another objective. In consequence, there is usually
no single best solution for such a multi-objective optimization problem (MOOP). Instead,
there is a set of solutions that outperform the remaining solutions, but perform compara-
bly good with respect to the objectives. However, we are required to select only one of
those solutions. In increasingly complex problems with more methods, simulations, and
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stakeholders, it becomes increasingly difficult to coordinate and reach agreement and
conclusions regarding the necessary decisions. Decision support systems (DSSs) assist
in the process of selecting and prioritizing solutions, and group decision support sys-
tems (GDSSs) help further by guiding the process of reaching a consensus among the
stakeholders.
The methods available so far for group decision support based on MOO have a few
shortcomings. They do not consider the relationship between the variable space (i.e., a
parameter that can be changed) and the objective space (i.e., a parameter that should be
optimized, but may not be changed directly). In [1], the first DSS to bridge variable and
objective space for MOOPs was built. However, it does not address groups of decision
makers. Also, many GDSSs assume a limited set of solutions for decision making [2,3].
In contrast, the set of solutions created by a modern optimization method can be very
large, which requires additional exploration before an informed decision can be made
[4]. Lastly, it seems each optimization problem and the decisions connected to it are
treated as a single occurrence and possible connections to other problems are neglected.
To overcome these limitations, we propose to use a knowledge graph to integrate data
and relationships from all entities involved in the group decision making (GDM) – from
physical parts and stakeholders, over methods for MOO, to the data that is used for the
optimization.

2. Background

2.1. Multi-Objective Optimization

Multi-objective optimization is an optimization process with the goal of finding the best
trade-off between solutions for multiple objectives. Usually, there is no single solution
that is better than all others. Instead, there is a set of competing good solutions where
each of the solutions has better performance with respect to some of the objectives and
worse performance with respect to some other objectives. This set of solutions is called
the Pareto front and the solutions as Pareto-optimal solutions or simply Pareto solutions.
For complex problems, simulations are a common tool. Such simulations are usually
non-deterministic, because they account for uncertainties.
As opposed to single objective optimization, an active choice depending on personal
preference has to be made. There are four possible ways to address preferences in the
selection process [5] as described below:

1. No preference: preferences are not considered in this approach, instead comparative
characteristics of the candidate solutions are used to determine the final solution (e.g.,
knee points in a graph).

2. A Priori: the preferences are incorporated in the problem formulation, i.e., before any
solutions are generated. The drawback is that stakeholders need to know their problem
well from the beginning. Otherwise, they could miss suitable solutions that do not
match their a priori preference, but might actually be even more desirable.

3. A posteriori: the preferences are considered after the solutions have been generated.
Multi-Objective Evolutionary Algorithms (MOEAs), such as the well-known Non-
dominated Sorting Genetic Algorithm-II (NSGA-II) [6], are very commonly used for
accomplishing this task. They yield a range of non-dominated solutions close to the
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Pareto-front. After that, methods for Multi-Criteria Decision Making (MCDM) can
help the decision maker with choosing one solution. Popular MCDM methods are
analytic hierarchy process (AHP), analytic network process (ANP), elimination and
choice expressing reality (ELECTRE), preference ranking organization method for
enrichment evaluations (PROMETHEE), and technique for order preference by sim-
ilarity to the ideal solution (TOPSIS). These methods rely on various ways of com-
paring alternatives and criteria. For the comparison, the preferences are invoked as
weight factors, which makes finding suitable weights an important task [7]. However,
MOEAs can produce a large amount of solutions, which makes assigning weights
tedious. Thus, the common MCDM methods are only suitable for small sets of solu-
tions and for larger sets, the focus of decision support moves to exploring the Pareto
frontier [4].

4. Interactively: Stakeholders guide the optimization process toward their preferences by
providing input during runtime. On the downside, this requires multiple interactions
between the optimization algorithm and the stakeholders.

When compared to other methods, a posteriori methods have the advantage of enabling
the exploration of solutions after the Pareto-front is found. In particular, the relation
between variable space and objective space can influence the stakeholders’ preferences.
Furthermore, a posteriori methods are more suitable for group decision making, because
they allow the group to discuss their preferences on the basis of actual solutions rather
than possible solutions (a priori) and avoid several discussions (an interactive process).

2.2. Knowledge Discovery from Multi-Objective Optimization

The usual approach to gaining a good understanding of MOO solutions is through visual-
ization. However, a simple visualization of solutions does not provide additional insights,
such as the relation between variable and objective space. For that purpose, knowledge
discovery methods are used. These can be split into two categories: implicit methods and
explicit methods. Implicit methods aim at providing the decision makers with knowledge
that is subject to further interpretation, often presented through visualizations [1]. These
methods include:

• Clustering methods help to identify and highlight patterns of solutions.
• Manifold learning methods allow the representation of high-dimensional data in lower

dimensions. Popular methods for this are t-SNE [8] and UMAP [9].
• Self-Organizing Maps (SOMs) [10] and Generative Topological Maps (GTMs) [11]

have been used to visualize Pareto-optimal solutions in lower dimensions.
• The visualization of solutions as a network [12].
• Trend mining [13,14], which visualizes how changes in the objective space cause

changes in the variable space.

While these methods make it easier to understand the relations between variables and
solutions, there are also methods that aim at obtaining explicit rules for these relations.
Explicit knowledge can significantly easier be stored, shared, compared and used for
further analysis which are all desirable qualities for efficient decision making. Popular
methods are:

• association rule mining [15] and rough set theory [16].
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• Flexible Pattern Mining (FPM) [17] tries to overcome the shortcomings of previous
methods like discretizing and overfitting. It is a modified version of Sequential Pattern
Mining (SPM) [18] that uses the Apriori algorithm [19] to generate decision rules in
the variable space that distinguish a selected set of solutions against an unselected
set in the objective space. Each rule has a selected significance and an unselected
significance, depicting the fraction of solutions in the respective sets that satisfy the
rule. If a single rule is not enough to meet desired significance thresholds, several rules
can be combined.

• Similar decision rules can be obtained with Simulation-based Innovization (SBI). Dif-
fering from the previous methods, automated innovization [20] does not yield if-then
decision rules but mathematical relations between variables and the objective space
that can be difficult to interpret.

In an interactive knowledge discovery setup, the FPM method has been shown to perform
better than SBI [1], making it one of the most promising explicit knowledge discovery
methods. Applying such a knowledge discovery method on the results of a MOOP, allows
the decision makers to understand the decision problem better and to obtain decision
rules according to their preferences. If there is more than one stakeholder involved, this
also makes it easier for a group of decision makers to reach a consensus.

2.3. Group Decision Making

Decision making is a challenging task depending on many factors, such as the available
choices, the decision maker’s preferences, and the decision maker’s knowledge about
the consequences of the decision. Decision support systems (DSSs) primarily aim at
assisting the decision maker by providing knowledge and leading the DM towards a
better decision than without DSS [21]. Another desired benefit can be a better decision
process itself, which could be to reach an equally good or better decision with less effort,
in less time or with improved documentation [22]. While there are many possible types
of DSSs, they all have four basic components [21]:

• a language system that defines messages or requests the DSS can receive,
• a presentation system that defines messages or result types the DSS can generate,
• a knowledge system that stores all knowledge available to the DSS, and
• a problem-processing system that tries to solve problems that arise during decisions

making.

Group decision making is a category of decision making where at least two, usually
more, stakeholders are involved in the decision process. Differences between each of the
stakeholders’ opinions and preferences on certain aspects of the decision problem make
it substantially more difficult to find a suitable decision. Even how a decision should
be reached within a group is subject to individual opinions. Historically, group decision
support systems (GDSSs) were designed to assist in setting up collaborative work, where
a group of stakeholders would define and clarify the possible alternatives [23]. GDSSs
are not necessarily aimed at reaching a decision immediately [23], but rather to assist in
finding options and improving the efficiency of the group through better communication
[24].
For GDM that involves multiple criteria, MCDM methods are the central part [25]. While
it is possible to extend an MCDM method with a social choice method for GDM [2] or
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simply aggregate the preferences of stakeholders at some level of the MCDM method,
the decision making becomes generally more complex. This is because the solutions
do not only need to be evaluated against the objectives but also against the preferences
of all stakeholders. Additionally, the final solution is required to be a consensus of all
stakeholders’ opinions, and not just the top solution based on some aggregation. That
means an efficient consensus-reaching process needs to have a manageable number of
alternatives. As explained above, this is usually not the case for MOO solution sets.
Thus, a GDSS for MOOPs should only apply MCDM methods after the solution set has
been reduced. One way of doing that would be to agree on discovered decision rules
first instead of deciding on a solution directly. That could yield a set of solutions small
enough to proceed with traditional MCDM methods.
With more people involved in the decision-making process, it can also become more
difficult to determine weights for criteria [26] and make a decision without conflicts [2].
Furthermore, decision makers might be assigned with individual weights depending on
their expertise, which in turn may vary for different criteria. This could result in biased
decisions, though, and so far, most methods for GDM assume equal weights [3].
During application, DSSs help to make decisions by providing the decision makers with
relevant insights about the decision and fostering understanding of the problem [22]. The
most important asset for that is the knowledge that the DSS has access to, which should
evolve continuously and in real-time [27]. Thus, a knowledge storage that makes it easy
to retrieve or add knowledge or information and that can infer knowledge on its own
is desired. Using knowledge graphs for that is a promising approach [27]. Especially
the possibility of connecting data to opinions and linking all influences for a decision
together in one place opens opportunities for analysis that are hardly achieved by other
storage types.

2.4. Knowledge Graphs

The idea of a knowledge graph is closely related to the idea of the semantic web, where
all data on the internet is semantically enriched and linked [28]. In the stack of web tech-
nologies, the knowledge graph builds upon technology for ontologies, linked data and
semantic networks [28]. RDFS and especially OWL are descriptions for ontologies, and
SPARQL is their established query language. The less expressive RDF provides a triple-
based structure for linking data and XML, in combination with IRIs are the foundations
of a semantic network [28].
As for the definition of a knowledge graph, there is no commonly agreed one. There
has been an effort to create a unifying definition based on a survey on current defini-
tions of knowledge graph [29]. That definition puts the aspect of aggregating knowledge
and enabling inference in its center [29]. For others, this definition is too narrow and a
broader definition focused on the integration of information from various sources into a
network is proposed [30]. Coming from a historical point of view about data and knowl-
edge, a knowledge graph might even be seen as an evolving system or even a project
that integrates data and knowledge in some type of graph or network [31]. Despite some
differences, a commonality of these definitions is that they see the knowledge graph as
a graph-like structure that incorporates information. Circling back to the web technolo-
gies, such a definition would mean that information expressed in RDF forms already a
knowledge graph, which is a clear contradiction to the hierarchy in the stack of web tech-
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nologies. This means conceptualized semantics, as described in ontologies, should be
included or at least referred to in the network of information, if it should be a true knowl-
edge graph. Considering these thoughts and definitions, we define a knowledge graph as
a highly flexible graph-based data structure that allows to include semantics providing
provenance data and metadata alongside the main data.
Already used before, the term ontology refers to an ”explicit specification of a conceptu-
alization” [32]. It formally defines concepts and provides structure among the concepts.
In other words, concepts, which can be treated as nodes, and relations between the nodes,
which can be treated as edges, are defined in the ontology. The close relation to a knowl-
edge graph is obvious, but ontologies mainly aim at providing a shared specification of
knowledge and, in consequence, usually only refer to general domain knowledge and
barely to instance data [28].
There are two common ways to store knowledge graphs: 1) in a graph database as la-
belled property graph (LPG) or 2) in a Resource Description Framework (RDF) docu-
ment, including documents based on RDF such as ontologies in OWL (Web Ontology
Language). The advantage of graph databases lies in the surrounding database manage-
ment system that usually allows to interact easily with the stored data and can handle
large amounts of data easily. For reasoning tasks, the lack of a strong semantic schema
is a disadvantage. The RDF-based and, hence, schema-based documents, on the other
hand, can choose from a broader range of reasoners which includes powerful reasoners
for OWL. On the downside, they are not intended as databases and may have shortcom-
ings in industrial applications. A combination of both, a graph database for large and
simple data handling and an ontological schema for better reasoning capabilities, seems
desirable. Some databases try to achieve this by relying on RDF graphs instead of labeled
property graphs. However, their support for the representation of OWL elements and
related reasoning capabilities vary, and they may not achieve the same performance as
LPG databases. Either way, using a graph database in combination with an ontology will
always be a trade-off solution between performance, expressivity, and reasoning capabil-
ities. In this combined way, the knowledge graph can be used to store all data associated
with the decision making and the multi-objective optimization. Furthermore, reasoning
can be used to check consistency and to infer new insights from the data.

3. Supporting Group Decision Making with Knowledge Graphs: A Proposal

3.1. A Framework for Group Decision Support Using Knowledge Graphs

The proposed framework, shown in Figure 1, combines previously introduced methods
to guide a group of stakeholders during multi-criteria decision making. The first step for
a user would be to define the problem and select a method to solve the MOOP. As men-
tioned, evolutionary algorithms have been shown to be effective at solving MOOPs. They
can yield a good estimate of the Pareto-optimal front of solutions, which can then be fur-
ther explored by applying knowledge discovery methods. During interactive knowledge
discovery, the user can become familiar with the solutions and the relations between the
objective and variable spaces. This allows the user to make an informed choice when
selecting the method and parameters for explicit rule extraction based on their personal
preference. As for the implementation in Figure 2, the methods for MOO and knowledge
discovery will mainly be executed in client applications.
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The next step in the framework is to integrate the decision rules in a knowledge graph.
Storing the decision rules from multiple users is important to facilitate decision making
in the group at a later stage. Therefore, the rules are connected to the user who created
them, as well as to the methods used for knowledge discovery and MOO. This enables
traceability and supports future analysis. The knowledge graph is represented in a graph
database like Neo4j and, via the interface server, connected to an ontology that stores the
definitions of the concepts used in the knowledge graph (see Figure 2). Alongside the
concepts, axioms that define conditions for the relations of different concepts are stored.
For every update that is supposed to be applied to the knowledge graph, the ontology is
invoked first to check that the update conforms to the definitions and structure specified
by the ontology. Otherwise, the update would be rejected.
The decision rules that are obtained from knowledge discovery can be used for
knowledge-driven optimization (KDO). Introduced in [33], there are two ways of KDO:
offline KDO and online KDO. For online KDO, the decision rules are used to improve
the performance of the optimization method during runtime. In contrast, offline KDO
uses the decision rules from the last optimization problem to improve the problem for-
mulation and parameter settings of the next MOO. In a similar way, past decisions can
be analyzed and used to tune upcoming problems.

Knowledge graph-based multi-criteria group decision support system

Group decision 
support

Multi-objective 
optimization

Knowledge 
discovery from 

MOO

Knowledge 
graph

Insights (through queries)

Tuning next problem

Decision rules

Pareto-front

InvolvmentInteraction

Information
retrieval or upload

Problem definition

Online KDO

Offline KDO

Offline KDO

Figure 1. Information flow between the decision makers and the essential parts of the knowledge graph-based
multi-criteria group decision support system.

For the group decision making to take place, all involved stakeholders should store the
decision rules that depict their preferences and the methods for MOO and knowledge
discovery they used in the knowledge graph. This is required to make sure that all deci-
sion makers have either agreed on certain methods to apply, a set of possible solutions
prior to knowledge discovery or decision making, or are at least aware of the differences
in the generation of solutions and decision rules. If the decision makers would proceed
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Knowledge 
Graph

in a
Neo4j Graph 

Database   Client Application   Client Application
Interface Server

(DSS logic, analysis methods)
Interface Server

(DSS logic, analysis methods)

Ontology

Retrieve or UpdateRequest or Upload

Check Conformity

Figure 2. The architecture of the DSS, where a client application requests or uploads information to the in-
terface server, which checks conformity with the ontology for updates and retrieves or updates parts of the
knowledge graph in the graph database.

without knowing how the other stakeholders got to their decision rules, this could cause
issues within communication and agreement while presumably taking longer. When all
stakeholders have uploaded their preferred decision rules in the knowledge graph, the ac-
tual GDM can take place. The logic of the DSS is hosted on the interface server together
with the analysis methods that can be applied to the knowledge graph (see Figure 2).
As Figure 1 shows, all the blocks are part of a knowledge graph-based multi-criteria
group decision support system. Although the overall design with respect to the four sub-
systems defined by [21] is subject to future considerations, at the core of the multi-criteria
GDSS is the knowledge graph which enables it to infer knowledge based on the informa-
tion provided by the users who will in turn be provided with the insights through query-
ing the graph. This intelligent information handling helps stakeholders find their com-
mon ground for the decisions. Identifying commonalities and differences in both the ob-
jective and the variable space among stakeholders is the key element here. Additionally,
the knowledge graph can be used to find possible consensus solutions or suggest other
methods to finalize the decision. An example for the latter would be a MCDM method
modified for GDM and applied to a small set of selected solutions.
A general advantage of using the knowledge graph here, instead of a more rigid re-
lational database, is the simplicity of information retrieval and updating. Not only for
the decision-making process but also before and afterward it, the users can query the
knowledge graph to find information they are seeking through complex pattern matching,
which is much simpler with graph databases than with relational databases. They can
also add additional information to enhance the understanding of the problem and support
future analysis. In the same way, this can be done at any time at any place with access to
the graph database servers through the web; the stakeholders can upload their decision
rules at any time or place independent of their colleagues. Due to this asynchronous and
decentralized participation of the stakeholders, their opinions will still be respected even
if they cannot participate in the finalization of the decision.

3.2. Robot-Centered Production Cell Optimization: An Illustrative Example

As an illustrative example of the functionality of the method, we instantiate a knowledge
graph in Neo4j with data from a dataset generated by multiple MOO runs on a robot-
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centered production cell design, or simple robotic cell design, problem that considers
cycle time, power and energy consumptions as three optimization objectives.
Using the Mimer2 application for interactive knowledge discovery, the users can apply
flexible pattern mining and define decision rulesets imposed on certain design variables
in the dataset. These rules are integrated in the knowledge graph and linked to the respec-
tive method and user. The resulting knowledge graph is not very intuitive for decision
support yet. Therefore, the next step is to analyze the knowledge graph in an exploratory
and/or reporting manner. For exploration, clustering and pattern matching techniques can
be applied to identify patterns in the definition of rulesets relating the most influencing
design variables of the robotic cell design. For the reporting, targeted queries can be used
to extract desired information e.g., whether there is an agreement on decision variables
or what the shortest path between two stakeholders looks like. The latter can be useful to
determine common ground for further discussion among stakeholders.
In the example, the connections between the stereotypical users and the variables they
used in their decision rules are highlighted, as shown in Figure 3. This tells us already
how the users value certain variables for the decision. For example, the user that focuses
on ”Faster Balanced” values variable velmax (max velocity of the robot) highly, while
the user desiring ”High Throughput” does not consider this variable for the decision
at all. It also shows that variable dr is considered by all four people, but the variable
veloverride is only considered by one person.
Once the decision is made, it will be integrated into the knowledge graph as well to
serve as an example and as a reference for pattern-matching methods. In other words, a
decision-making process that has worked in the past could be an important reference for
an identical design problem in the future as well.

4. Conclusion and Outlook

We have shown that a knowledge graph can be a useful part of a DSS for multi-criteria
group decision making. Specifically, the possibility to easily connect decision makers to
their preferences as well as to find connections to other decision makers and their prefer-
ences makes it valuable. Additionally, the conformity to an ontology provides possibili-
ties to reason over the information in the knowledge graph. Furthermore, decisions can
be traced back to stakeholders, their preferences, and the methods they used for knowl-
edge discovery and MOO. Future work may focus on the representation of preferences
in the knowledge graph and how it can be improved to highlight partial agreement and
disagreement between stakeholders. Exploring the possibilities of analysis and how they
can help in the decision process is another interesting direction. Parallel to that, a sys-
tematic way of integrating variables into the ontology so that they can be used for rea-
soning can be rewarding. Finally, a goal for the implementation is a user interface that
allows decision makers to create workflows all the way from defining the MOOP using
offline KDO from previous decisions over applying methods for MOO and knowledge
discovery to the analysis of preferences of the group of stakeholders.

2https://assar.his.se/mimer/html/

L. Mittermeier et al. / Knowledge Graphs for Supporting Group Decision Making472



Figure 3. Simplified subgraph of the knowledge graph showing the relations of stereotypical users to the
variables in their preferred decision rules.
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