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Abstract. Knowledge graphs are generating significant interest in industry and re-
search. These graphs can be enriched with data to represent aspects of produc-
tion systems such as their structure, component interrelationships, and conditions.
This provides opportunities to gain insights into system behavior, performance, and
states. Such insights could potentially be leveraged by a wide range of technolo-
gies for a multitude of purposes and applications such as system control, process
optimization, and informed decision making. However, the existing literature ad-
dressing industrial applications of knowledge graphs related to production systems
remains limited in scope and depth. This underscores the importance of developing
methods for exploring the potential use and implementation of knowledge graphs
in such systems. The primary focus of this study centers on facilitating such ex-
ploration by developing a virtual commissioning simulation framework. A modu-
lar production system is modelled that leverages physics, moving product dynam-
ics, and incorporates authentic PLC and robot programs. A knowledge graph is
integrated and enriched with data representing various aspects of the system. An
application is developed to facilitate product routing and prioritization. A service-
oriented approach is used that leverages graph data processing and exchange for
service registration and matching. System simulations are conducted and subse-
quently the framework is evaluated for outcomes and findings. This study demon-
strates the successful design and implementation of a production system simulation
framework that uses knowledge graphs for system functionality. It demonstrates the
exploration of knowledge graph applications through the development of a modu-
lar and service-oriented system that includes system functionality supported by the
graph. The results highlight the potential of simulation suggesting its capacity for
valuable exploration regarding potential applications of knowledge graphs within
production systems.

Keywords. Knowledge Graphs, Industrial Applications, Manufacturing Simulation,
System Representation

1. Introduction

As a paradigm, Industry 4.0 (I4.0) raises high expectations for production systems.
Among other things, the challenges consist of factory digitization, reaching even higher
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levels of automation, rapid reconfigurability, flexibility, interoperability and general in-
telligent smartness [1]. To meet these challenges, research has been initiated on many
fronts which has led to larger technical concepts such as cyber-physical production sys-
tems and digital twins which both seek to exploit the combination of physical and vir-
tual elements to achieve a variety of functions [2]. An additional multitude of supporting
concepts and technologies have emerged to facilitate the realization of I4.0 production
strategies such as advancements in artificial intelligence, knowledge techniques, data an-
alytics, simulation, and smart production.

Knowledge graphs (KG) have recently generated a lot of interest in both academic
and industrial domains [3] as a useful technology that can potentially be useful in ad-
vancing a variety of concepts such as knowledge automation [4], manufacturing process
planning [5], maintenance planning [6], system reconfiguration [7], collaborative manu-
facturing [8], manufacturing service matchmaking [9], intelligent manufacturing equip-
ment [10], resource allocation and decision-making [11], factory data integration [12],
digital twin modelling [13], and cyber-physical system and component description and
integration [14].

However, despite their potential benefits KGs in industrial settings are still prelim-
inary and more work is motivated to investigate their applications [15] and hence we
propose to further investigate their use through the utilization of virtual environments.

Simulation has been identified as an important tool within the I4.0 paradigm [16]
where certain types of simulation methods effectively support the development, testing
and commissioning of complex production systems. In particular, Virtual Commission-
ing (VC) as a simulation method has been identified as a cornerstone for working with
these types of systems [17]. VC simulations include the software and control programs
expected to be used in the real physical system. The simulation model includes virtual
representations of the system’s components and their control and interactions with each
other and with products. By building a virtual representation of the system, design de-
cisions and control programs can be continuously and iteratively tested and evaluated
while interacting with a representative virtual system and its dynamics. [18].

Section 2 considers the research efforts of various researchers investigating KG ap-
plications in industrial contexts. Notably, the authors are unaware of any instances where
a VC environment integrates a KG database as a core element. This perceived gap, in the
authors’ view, limits experimentation and exploration of the capabilities of these systems.

The aim of this study is to develop a simulation framework based on VC modeling
and simulation that also uses KG for system functions to address the exploration of KG
potential in production systems. The simulation specifically includes service matching
and scheduling functions previously tested separately using KGs by other researchers [9,
5] as well as a modular approach and a service-oriented architecture.

The following details are arranged in the corresponding order. Section 2 reviews rel-
evant concepts from the literature and briefly presents ways in which other researchers
are using KG technology. Section 3 outlines the simulation environment which is dis-
cussed in section 4. Finally, conclusions and future work are presented in section 5.
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2. Related concepts

2.1. Virtual engineering and digital system development

In this article, virtual engineering and system development refers to the use of special-
ized software in order to explore and develop concepts and solutions related to complex
production systems. Simulation is the central key component in this context and differ-
ent simulation methods have their specific strengths, weaknesses and fields of applica-
tion [16]. This study operates under the assumption that simulations that mimic and rep-
resent real systems more authentically also provide a better virtual development envi-
ronment for experimentation and development of new features and technology. Conse-
quently, a methodology based on VC modeling and simulation has been selected as the
approach. This method has been shown to accurately reproduce the behavior of a pro-
duction system in such detail that faults can be identified before physical commission-
ing [17].

Methods for VC have been developed over time based on the need to develop, test,
and debug production system control programs prior to downloading and deployment
into a real physical system. Before virtual tools were widely adopted, programs could be
debugged on a mock-up variant of the physical system. Such a system could reproduce
certain parts of the dynamics under which control programs for PLCs and robots operate.
However, such systems could be costly, unavailable or occupied and could also be dam-
aged if unexpected program sequences were executed. This type of mock-up system can
frequently be replaced by a virtual equivalent whose dynamics and behavior are coded
using timers, counters and logic. By using these virtual mechanisms with the system’s
inputs, outputs and logic programs, tests could be performed to investigate the interac-
tion of the PLC or robot program with the dynamics simulated by the virtual mock-up
system.

Gradually, VC has evolved from using virtual mock-up systems to using more real-
istic 3D models. Today, there are several off-the-shelf software that can simulate a vari-
ety of PLCs, robots, HMIs and other peripherals combined into sophisticated simulation
models. With the help of realistic 3D visualization and simulation of physical laws, an
accurate imitation of system dynamic behavior is enabled.

During this development, the VC method has also been used in other areas, in ad-
dition to PLC and robotic control code development and troubleshooting, including pro-
totyping production system solutions, planning updates, operator training, and system
optimization. And more recently, it has been suggested that this type of VC model also
has the potential to be turned into a digital twin [17].

Developing a VC-type model and simulation involves establishing a software frame-
work that reflects the set of software that will be used in the real situation, and also
includes software that can realistically represent the physical system. Physical systems
consist of sensors and actuators, which need to be virtualized and complemented with
realistic behavior to interact with virtual products and production resources in a way that
reflects their dynamics. During simulation, various events lead to the triggering of virtual
sensors whose signals are received by the control system. The control programs process
the signals and produce output signals that in turn activate the model’s virtual actuators.

In the ultimate situation, developers have more or less a theoretically possible pro-
duction ecosystem where the main difference is that the physical system is digitized and
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lives inside a computer. Such a situation allows for progressive exploration and inno-
vation in a safe but realistic environment where ideas can be iteratively developed, and
have their feasibility evaluated.

2.2. Knowledge graphs

KGs are a way to structure knowledge and concepts (often human knowledge) using the
mathematical structure of a graph. In a KG concepts become nodes of a graph and edges
connect the nodes/concepts indicating a relationship between those nodes. Edges and
nodes in a KG can (and usually do) have additional data most importantly being the name
or type of the edge, indicating how two nodes are related. How raw data is encoded varies
by implementation but the underlying concept is that data, such as names, identifiers and
values are attached to nodes.

KGs have their roots in the concept of semantic networks and the philosophical
study of ontologies for describing classes of things and the relationships between these
classes. Within the fields of computing and AI (Artificial Intelligence) more specifically
this approach has provided a powerful underlying model for knowledge representation
and identifying patterns within such data.

Semantic networks are also a core concept within the field of the semantic web [19].
The Semantic Web as a concept appeared in the early 2000s as an enhancement to the
internet. The concept was that the existing internet connected structured text documents
(HTML) through hyperlinks but if each document represented concepts and relationships
then the information or knowledge itself would be linked. The network of knowledge
would then be exposed and searchable. Additional rules and reasoning can then be ex-
pressed through representing abstractions of knowledge as ontologies, which can them-
selves be expressed in the same structured documents. This lends itself to a wider def-
inition of what a KG is, that it is the connections and integration of information being
drawn from different sources into a conceptual network as proposed in [20].

The vision of the original semantic web has not yet come about, however the ap-
proach has been found to be general enough to express almost any data and the rela-
tionships between them. This is then very powerful for data interchange and integration
between heterogeneous systems. For example, in a production system there might be a
variety of machines from different providers, each storing their data internally in differ-
ent formats. The semantic web formats allow each to present their data and capabilities
using a standard format and this can then either be interacted with directly or gathered
and integrated into a database. The model is that of a KG formed of simple triples formed
of;

• a subject; a node or identifier for a node
• a predicate; a relationship
• an object; a node that the subject has a relationship with

This model can be stored in a range of formats but the usage of the Resource Description
Framework (RDF) and XML is common [21].

Several database implementations have developed following the approach of KGs,
all placed within the NoSQL category. Those closest to the semantic web’s infrastructure
are sometimes called triple stores, because they store and present information in the se-
mantic web’s subject-predicate-object pattern. Triple stores will usually return informa-
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tion in RDF and integrate the SPARQL query language as the primary method for inter-
action with the tool. They will usually have the capability to include a formal ontology
within the database and link data to it as instances, using the ontology as both a database
schema and for the inference of connections that are believed to exist. Some examples of
triplestores are; Ontotext’s GraphDB and Apache Jena.

An alternative approach that has gained significant traction in the last decade are
based on the concept of property graphs. In this model the nodes and edges are still
present but data can be stored on nodes and edges either to enhance and specialise the
meaning of an edge or more usually to store data on a node. This model is the basis for
Graph Databases which usually includes the triplestores but also includes tools such as
Neo4J and TerminusDB. Neither of these examples provide SPARQL as standard instead
using other query languages, Cypher in the case of Neo4J and GraphQL in the case of
Terminus.

KGs provide benefits over traditional databases in terms of flexibility of the struc-
tures but also the ability to search for patterns and by the relationships between different
instances of the data, including finding unexpected relationships and connections. Many
of the tools also take advantage of the model of the data as a graph to provide powerful
visualisation tools to explain the results of searches or the inferences being made. These
advantages are leading to growing use in industry and research into more sophisticated
uses. Most commonly in terms of application are those related to knowledge manage-
ment and analytics, either of company documentation [22] or to improve the represen-
tation of data found in models of products or machines [23]. Another common use of
KGs, especially using RDF and SPARQL type technologies has been in integration be-
tween heterogeneous data and devices, a common problem in industrial settings and one
that needs to be overcome to realise the benefits of industry 4.0 [24,25]. Related to the
integration of data is how to effectively query or understand the data being seen. This
has given rise to the concept of an industrial semantic shell as discussed in [26]. This
usage has been extended to the integration between DTs and the capability of systems
to discover the related real physical assets using semantic technologies [27]. Several re-
searchers have also been considering the use of KGs in support of digital twins, either
in automating connection towards real world devices [28] or to provide ways to supply
statistical data from the real machines to support the simulation aspect of digital twins
[29]. Still others have begun to investigate using KGs in support of production planning
by executing graph algorithms directly on models of data within graph databases [30].

This illustrates the range of different applications of KGs in industry being investi-
gated by researchers at the current time. However, these examples do not include clear
examples of VC systems that integrate KGs to speed the integration and research into
this technology in future factory developments. Hence this is the direction the remainder
of this paper will take.

3. Simulation

The virtual simulation environment consists of four software tools that communicate us-
ing the OPC UA protocol, see figure 1. The digital modeling software used in this study
is RobotStudio, where all system components are virtualized. Here, robots are emulated
and controlled internally, while PLC-controlled virtual components execute their control
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programs in CoDeSys. Knowledge graphs are managed in Neo4J and the central ser-
vice orchestration is implemented in Python. Communication between the three pieces
of software and the orchestrator enables the modules to access and participate in the
system’s orchestration.

Figure 1. Software framework. All virtual equipment is modeled in RobotStudio where the robot control also
takes place. PLC controlled equipment executes control programs in CoDeSys. The orchestrator use a service
oriented approach to read and write information to the system’s knowledge graph, which is implemented in
Neo4j.

The basic element of the production system a standardized module. This module
follows strict physical standardization, which means a conformity to pre-decided dimen-
sions and placement of material transport equipment. This enables a seamless physical
connection of modules enabling a quick establishment of product flow. Two material
transport inputs and two outputs are used in the standardized main configuration, which
form the horizontal material flow, FLOW2, and the vertical, FLOW1, see figure 2a. The
system handles standardized product pallets which carry unique identifiers encoded in
RFID tags. Pallets positioned where the two flows converge can be processed by the
module. A transfer conveyor at this position can send the pallet in both directions. There
are two main module types each instantiated three times in the system. Module 110, 130,
and 220 has a robot with its own decentralized robot controller used to control the mod-
ule’s peripherals such as conveyors and beacons. Modules 120, 210, and 230 have no
robot and are completely controlled by PLC programs. Two modules in the system, 100
and 500 are not based on this physical layout but conform to physical interfaces nonethe-
less. In module 100, pallets are introduced and removed, while the 500 module is used
to recirculate pallets if necessary. To achieve seamless interoperability, standardization
of logical interfaces for intramodular communication is also implemented. In addition,
standardized communication mechanisms are established, using handshake and feedback
mechanisms to ensure the robust flow of information and materials between modules.

The knowledge graph is populated with details of modules and their physical in-
terconnections (see figure 2), encompassing data on each module’s offered services.
Product-related information, including a unique identifier, service requirements, arrival
times at modules, and transfer details, is recorded in the KG. As product pallets move
between modules, the KG is continuously updated to reflect these changes to maintain
an overview.

Modules offer process and transportation services. At a granular level, these services
are encapsulated as micro-services and composite services. Micro-services are small-
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Figure 2. Image illustrating a) virtual model and flows, b) knowledge graph representation of modules and
physical pallet flows.

scale operations, such as simple robot movements, discrete tasks, or short conveyor trans-
portation. Composite services on the other hand, integrate micro-services and standalone
code to execute more complex functions. In this simulation, micro-services are only used
locally within each module, while only composite-services are registered and available
via the system’s orchestrator.

A key assumption made in the simulation is that product pallets can hold relevant
products and that modules can perform specific process services on them. In the simu-
lation however, specific products and relevant process services are not used, but empty
pallets and placeholder services perform dummy actions. A more detailed interaction
diagram between modules, products, orchestrator, and KG can be seen in figure 3.
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Figure 3. Signal diagram illustrating service-oriented signals and KG. Requesting service is REQ-S, invoking
service is INV-S, return if data is RET.

3.1. Simulation operation and KG services

The module’s operational sequence is illustrated in Figure 4a. Upon startup, each module
undergoes an initialization procedure, initiating signals and informing its status through a
light beacon. An empty module then enters an idle state until a preceding module signals
its readiness to transfer a pallet. The receiving module transitions into a loading state un-
til the product pallet is loaded and positioned in a processing position. A loaded module
initiates a request to identify if any process services are to be performed to the pallet.
This is done by reading the pallet’s RFID to extract its unique identifier. The module
contacts the orchestrator, which queries the knowledge graph to match the pallet’s next
service need with the current module’s service capabilities. If there’s a match, the orches-
trator return the service identifier causing the module to enter a state for performing the
process service. Upon completion, the module communicates the service execution to
the orchestrator, which updates the knowledge graph regarding the pallet’s service needs.
The module then enters a state of requesting transport services to initiate the transport
of the pallet to the next module. The orchestrator, once again, queries the knowledge
graph, finding the nearest module offering the next required service. The shortest path
is identified, and the correct flow (FLOW1 or FLOW2) is communicated to the module
for transport initiation to the next module on the path. Figure 4b illustrates how product
1022’s next need can be met by module 230, while figure 4c shows how product 2024
needs to circulate back to module 130 via module 500.
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Figure 4. a) operational sequence of modules, b) forwards path to next service, c) using re-circulation module
500 to re-enter the system to reach next service.

Upon receiving flow information, the module transitions into a transport perfor-
mance state, activating the corresponding transport service and passing the pallet to the
next module, while entering an unloading state. Upon reception by the receiving module,
the sending module returns to the idle state. In cases where entering the idle state involves
waiting pallets on both input flows, a priority service is requested through the orches-
trator. Arrival times retrieved from the knowledge graph are used for comparison before
communicationg to the module to load the pallet that has been waiting the longest.

4. Discussion

A production simulation framework has been developed that integrate and use knowledge
graphs. The main purpose is to enable the exploration of KG potential to be used in
industrial applications. A modular production system was modeled, and a knowledge
graph was populated with an abstracted version of the system, continuously updated with
new data. The system model is dynamic and its virtual equipment is controlled by control
programs executed in robot and PLC emulators. This means that KG is embedded in this
environment and interacts with these systems.

With integrated KG technology, loaded and updated with carefully selected data
from the production system, the system can have ”a voice”. Through tailored queries,
relevant system facts or data that are otherwise tricky to access can be requested by sys-
tem actors using services. In the study, this is demonstrated by production modules inde-
pendently executing their programmed sequence up to the point that external information
is necessary. With the help of a service request, information is extracted by querying the
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KG system overview. Once the information is received back, the modules can continue
the sequence now operating on data derived from a system-wide context. In this setup,
on the one hand, there is a complex control system that needs information in order to op-
erate effectively. On the other hand, there is KG technology that can synthesize informa-
tion based on its content. Bringing these together is a promising combination with great
potential that needs to be explored. The general picture that emerges is that this type of
exploratory simulation can contribute to the exploration of interesting possibilities for
KG. However, there are several limitations to this study, including that the simulation
model is not primarily designed to represent a real production system with realistic prod-
ucts, processing services, or safety, etc. The model has been created primarily with the
exploration of KG in mind, which makes the results difficult to validate in this study.
Furthermore, assumptions and simplifications have been made which affect the dynam-
ics and the situations that the system exhibits in the simulation. This means that impor-
tant events and problems are not detected and are not influencing the development of the
system’s functions. Nevertheless, we believe that development and exploration using this
type of virtual simulation methodology is the next best thing compared to also having
access to a physical environment for validation, as this allows exploration and innovation
without access to costly hardware systems. However, validation through implementation
in hardware is beneficial and is inevitable to achieve solutions of value.

5. Conclusion and Future Work

A KG was integrated into a VC-style simulation framework where it had to interact with
PLCs, robot programs and product dynamics in a modular production system. The study
shows how the exploratory use of KGs in VC simulation can support the study of their
potential for industrial applications. The implemented KG was a key component of the
system’s service-oriented architecture as it was used for service registration and matching
as well as product routing and prioritization. By continuously loading the graph with
updated system information, it is possible to extract otherwise hard-to-access information
from it using queries which can be seen as the system acquiring ”a voice”. In addition,
otherwise implicit or explicit system details and patterns can be powerfully filtered and
visualized.

The study’s exploratory simulation method, while valuable, has some limitations.
The simulation model, primarily designed for knowledge graph exploration, lacks repre-
sentation in real life, which affects its validation. Assumptions and simplifications affect
system dynamics and overlook potentially decisive events.

Despite these challenges, virtual simulation remains a valuable tool that enables
exploration and innovation without expensive hardware. Nevertheless, hardware imple-
mentation is critical to achieving practical and valuable solutions.
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