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Abstract. Facial skin wrinkles are positively correlated with physiological age and

are an important feature of aging. The traditional wrinkle detection algorithms are

influenced by facial features and image backgrounds, thus cannot distinguish hair,

eyes and eyebrows well, and thus need to cut the facial region into multiple blocks.

Motivated by the above challenges, this work presents a facial wrinkle detection

algorithm based on DeepLabV3+ and a semi-automatic labelling strategy, which is

featured by following procedures: (i) The algorithm first combines the facial texture

features and rough annotation of wrinkles by dermatologists to generate the ground

truth required for deep learning. (ii) A lightweight network, MobieNetV2, is

employed as the backbone model to reduce the amount of network parameters and

calculations. The constructed deep learning model is then trained using the original

images and ground truth labels. (iii) The accuracy of various algorithms is evaluated

using the Jaccard Similarity Index (JSI). The results demonstrate that the proposed

method exhibits superior performance in wrinkle detection.
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1. Introduction

Senescence is an irreversible and natural process that occurs with advancing age, where
wrinkles caused by noticeable structural changes in the skin are prominent features of
aging [1]. Skincare and cosmetic treatments are becoming a focus of personal attention.
Dermatologists have proposed varioustreatment strategies for facial wrinkle reduction
[2-3], while cosmetic companies have launched a range of products. During the above
process, wrinkle detection information can serve as an effective means of providing
feedback on treatment efficacy.

Currently, various methods have been proposed for facial wrinkle detection. Loden
et al. [4] were pioneers in the field of wrinkle detection, by using silicone models to
create replicas of wrinkles to measure the characteristics of wrinkles. However, the
efficiency of this method is limited owing to the difficulty of obtaining wrinkle replicas
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that exactly match the actual skin morphology. Batool et al. [5] proposed a Gabor filter-
based wrinkle curve object detection method to quickly locate facial wrinkles. However,
under high-resolution images, there are more noises, resulting in a lower wrinkle
detection rate. Ng et al. [6] introduced an automatic approach for automatic detection
and quantification of facial wrinkles, known as the Hybrid Hessian Filter (HHF), which
is limited to detecting coarse wrinkles in local facial regions. Recently, to address the
limitations of traditional wrinkle detection methods, Kim et al. [7] proposed a method
that utilizes semi-automatic labeling to train U-Net for facial wrinkle detection. We
highlight that the accuracy of this approach still requires improvement. In order to
enhance the accuracy of wrinkle detection, further optimization of the network model is
required. To this end, this paper presents a novel approach for facial wrinkle detection
method based on DeepLabV3 Plus and a semi-automatic labelling strategy. The method
introduces a semi-automatic labelling strategy developed by us to construct a dedicated
dataset for wrinkle. Subsequently, the dataset is used as input data and trained using the
DeepLabV3+ model [8] to enable the detection of facial wrinkles effectively. The current
experiment conducted a performance comparison between the proposed algorithm in this
paper, traditional methods, and the U-Net network on a self-created dataset for wrinkle
detection, using the JSI metric. The experimental results demonstrate the effectiveness
of the proposed algorithm for wrinkle detection.

The remaining sections of the paper cover the following: Section 2 elaborates on the
process of generating the dataset with the aid of a semi-automatic labelling strategy.
Section 3 introduces the theory relevant to this study.  The experimental setup as well as
the results are presented in Section 4, followed by a comprehensive summary in Section
5.

2.  The Dataset Production Process

Deep learning algorithms rely on a large amount of annotated image datasets. Currently,
no publicly available dataset specifically focused on wrinkles has been found. To solve
this problem, we propose a semi-automatic labelling strategy that combines the texture
mapping of the original images with rough annotations provided by dermatologists to
generate ground truth images, as illustrated in Figure 1. These generated ground truth
images serve as the training dataset required for this study. The flow of the proposed
strategy is shown in Fig. 1 and consists of the following steps:

Figure 1. An example of generating the ground truth GT for wrinkle detection.

Original Image Texture Map Wrinkle Texture Map

Ground TruthBinary MaskRough Annotation
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(i) Firstly, regions of the original facial image I  that exhibit wrinkle features are

roughly labelled by dermatologists and converted into binary masks M .

(ii) The feature texture maps T  are extracted from the original facial images I
using a Wiener filter [9] through Eq. (1).
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Where ( )w nI  is a Wiener filtered image, ( , )m n  represents that the filter size is m n� ,

and ( , )x y  is the coordinates of the pixel point.

(iii) By multiplying, the binary mask M  is multiplied with the feature texture map

T , the unwrinkled texture is removed from T , resulting in a new texture feature map

'T , as given by Eq. (2):
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(iv) Finally, adaptive thresholding [10] is used to generate a binarized image of the

ground truth GT  from the 'T .

3. Theory of Related Work

3.1 DeepLabV3+ Network Model

DeepLabV3+ is a deep convolutional neural network model [11] proposed by Google,

which is an improved version of the original DeepLabV3 network [8]. As shown in

Figure 2, it consists of an encoder and a decoder.

In the encoding phase, DeepLabv3+ uses Xception as the backbone network to

deepen the network. In addition, this network draws inspiration from the PSPNet network
and improves it into the Atrous Spatial Pyramid Pooling (ASPP) module, which enables

the segmentation of multi-scale segmentation.

In the decoding phase, the feature maps obtained from the encoding phase are first

upsampled by4-fold, and then these upsampled feature maps are then concatenated with

the corresponding feature maps from the feature extraction backbone network along the

channel dimension. Subsequently, another 4-fold upsampling is performed to restore the

target boundary information and obtain the final prediction results.

3.2 The backbone structure of MobileNetV2

To facilitate the deployment of deep learning on mobile or embedded devices for various

applications, we employ the lightweight network MobileNetV2 as the backbone network.

Its lightweight design is primarily manifested through the use of depthwise separable
convolutions [12]. Depthwise separable convolutions consist of depthwise convolutions

and pointwise convolutions, whose specific process is illustrated in Figure 3.

Deep convolutions operates on a per-channel basis, where each channel is convolved

with a dedicated kernel. The number of convolutional kernels is equal to the number of

J. Zhong et al. / Facial Wrinkle Detection740



channels, and the output channels remain unchanged. Pointwise convolution is similar

to traditional convolution, but employs a kernel size of 1×1. Its purpose is to fuse feature

information across channels and generate feature maps for specific channels.

Figure 2. DeepLabV3+ network structure

Figure 3. The process of depthwise separable convolution

3.3 Evaluation indicators

To analyze and compare the overall detection performance of various wrinkle detection

algorithms and to evaluate their strengths and weaknesses, this study adopts the Jaccard

similarity index (JSI) [6] as an evaluation metric, which is analogous similar to the

definition of Intersection over Union (IOU). JSI is dedicated to assess the similarity and

dissimilarity between a finite set of samples.  As shown in Eq. (3), the higher the JSI, the

higher the sample similarity.
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where A and B are annotation encodings, which in this paper refer to wrinkle

detection results and the aforementioned GT , and ( , ) [0,1]J A B  .

4. Experiment

4.1 Data and environment

To verify the effectiveness of our proposed method for wrinkle detection300 facial

images with 1024×1024 pixel containing visible wrinkle features were selected from the

Flickr-Face-HQ dataset [13] in this study. Following  the process described in Section 2,

300 ground truth images GT  were generated for trainingand analysis.More specifically,

the target dataset GT  was divided into three parts: a training set of 225 images, a

validation set of 25 images, and a test set of 50 images. The computer hardware

configuration of the computer used in the experimentincluded an Intel Core i9-12900K

CPU, an RTX 3070 graphics card, and 32GB of RAM. The deep learning framework

used was PyTorch.

4.2 Result

The proposed method is compared with the U-Net network and the Hessian Filter method

based on image processing on the test set. Due to the limitations of traditional methods,

they only show good detection of horizontal wrinkles in localized regions such as the

forehead, while they cannot differentiate regions such as glasses, hair, and eyebrows.

Therefore, to better compare the detection performance of different methods, only the

forehead and periocular regions were selected as the experimental objects.

The JSI values between the detection results set of each algorithm and the ground

truth GT  set are shown in Table 1. The results above indicate that the proposed

algorithm detects fewer false wrinkles compared to other algorithms, resulting in a higher

accuracy in wrinkle detection.

To demonstrate the effect of this study more intuitively, we selected three typical

images of forehead wrinkles and three images of eye wrinkles from the test set, as shown

in Figures 4 and 5, respectively. Figures 4 and 5 display the superimposed images of

each algorithm's detection results and the original images. It can be observed that the

traditional method exhibits the poorest detection performance, with issues such as failing

to detect large areas of facial wrinkles and inaccurate edge segmentation. The use of the

U-Net network compensates for some of the drawbacks of the traditional methods, but

the detection rate for fine wrinkles remains limited. Our proposed algorithm in this study

further improves upon the aforementioned issues found in the previous methods.

Compared to other algorithms, it detects fewer false wrinkles, produces clearer edge

segmentation, and achieves a higher accuracy in wrinkle detection.

Table 1. Comparison of JSI performance

JSI

ROI Hessian U-Net DeepLabV3+

Forehead 0.20 0.55 0.62

Eye area 0.18 0.58 0.64
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Figure 4. The comparison for detected wrinkle results on foreheads. (a) is an original image, (b) is a ground

truth, (c) is a result of DeepLabV3+, (d) is a result of U-Net and (e) is a result of Hessian Filter.

Figure 5. The comparison for detected wrinkle results on eye area. (a) is an original image, (b) is a ground

truth, (c) is a result of DeepLabV3+, (d) is a result of U-Net and (e) is a result of Hessian Filter.

5. Conclusion

In this study, a facial wrinkle detection model based on semi-automatic labelling strategy

and a deep learning has been proposed. The semi-automatic labelling strategy is utilized

to generate ground truth GT  from the original images I , which are then used in

conjunction with the original images I  for model training. The results demonstrate that

the proposed method outperforms existing approaches in terms of wrinkle detection as

characterized by the JSI metric. However, we highlight that the proposed method still

has limitations in detecting fine wrinkles. For example, it occasionally misidentifies a

small number of hair strands as wrinkles. Therefore, future work will focus on further

enhancing the detection capability of fine wrinkles to improve the overall detection

accuracy.
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