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Abstract. Traffic sign detection (TSD) is a significant task in the field of computer

vision, which has important applications in traffic safety and driverless driving.

However, this fundamental but challenging task still has always influenced by

numerous negative factors, such as light intensity, severe weather and distance. In

addition, this task is characterized by the small scale and irregular distribution of

detected objects in complex traffic scenes. To mitigate these aforementioned

challenges, this paper presents a method for TSD task improved on YOLOv5 with

specific improvements. First, to alleviate the adverse impact posed by noise and

enhance the feature representation, we design an adaptive network to preprocess the

input image. Subsequently, we introduce recursive gated convolution and a second-

order attention module in the neck to improve the sensibility of the proposed

structure for small objects, i.e., traffic signs in the large-scale and complex scene.

Finally, Control Distance Intersection over Union (CDIoU) loss is utilized to

accelerate the convergence progress while ensuring the model detection effect.

Experimental results illustrate qualitatively and quantitatively that our method

outperforms other state-of-the-art detection methods in TSD.
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1. Introduction

TSD is a critical task of driverless driving and one of the key research areas in computer

vision [1]. This task faces multiple challenges, with different weather conditions

affecting the visibility of the signs, as well as fading, blurring and even damage to the

traffic signs themselves, all of which can make detection more complex. Therefore, it is

particularly important to study how to accurately detect traffic signs in complicated

environments.

With the incredible explosion of CNN, many CNN-based methods were rapidly

applied to the field of object detection with excellent performances. Girshick et al.

presented regions with CNN feature (R-CNN) [2], which is the first two-stage object

detection method based on deep learning, and this method significantly outperforms the
traditional methods. Subsequent object detection methods, such as single shot multi-box

detector (SSD) [3], Faster R-CNN [4] and you only look once (YOLO) series [5][6][7],

obtained better effect in object localization and classification tasks. Cui et al. [8]

presented CAB-s Net for TSD. However, these architectures generally aim to extract

more hard-to-dig features by building deeper network structures, with large models, slow

detection speeds, and the need for a large amount of hardware resource support, making
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it difficult to be applied in mobile devices.

Aiming at the challenges of the TSD task, this paper presents a new TSD method

improved on YOLOv5, which improves the detection accuracy and reduces the leakage
rate. All in all, the main contributions of this paper are as follows:

a) We summarize the difficulties and challenges in the field of TSD and make a

specific detection strategy.

b) A lightweight preprocessing network is utilized to reduce the noise of input

images. A contextual semantic module, and a second-order attention mechanism are

introduced into neck, which greatly improves the level of attention and perceptual

localization of traffic signs. We introduce the loss function CDIoU to accelerate

convergence process.

c) Experiments show that our method can better perceive and detect the more

difficult samples in the TSD task, proving the superiority of our method.

Figure 1. The overall network architecture

2. Methodology

2.1 Overview

The workflow of the proposed architecture can be seen in Figure 1. Firstly, original

images are pre-processed by DC module to diminish the difficulty of extracting the

feature representation of the image by the backbone. In the neck, the contextual semantic
module G3 is introduced to provide a more comprehensive and accurate semantic

representation to enhance the understanding and localization capability of the network.

A second-order attention SA is introduced into neck get more accurately focus on and

capture the important features of the target region, targeting the detection capability and

finally outputting the detection results. In addition, the CDIoU loss function is used to

speed up model convergence.

2.2 Adaptive Noise Alleviation Module DC

It is difficult to detect objects from low-quality images under bad weather conditions,
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and to alleviate this problem, we propose the differentiable image processing combined

with a small convolutional neural network module (DC) for adaptive noise reduction of

the input image. DC is inspired by the literature [9], utilizing a small discriminative
network, which dynamically adapts to the noise distribution in the image, making it

clearer and reducing the noise factors in the image. DC consists of a differentiable image

processing (DIP) module plus a tiny convolutional neural network (CNN-PP). Since

CNN-PP optimizes for gradients, the filters of the images need to be differentiable to

allow training the network by back-propagation. Convolutional neural networks

consume a lot of computational resources when processing highly differentiated images,

CNN-PP downsamples the images to learn the parameters of the filters and later passes

these parameters back to the DIP module to be applied to the original resolution images.

2.3 Contextual Semantics Module G3

The contextual semantic module G3 consists of three recursively gated convolutions in

series, with the output of the former convolution being the input to the latter. Recursive
gated convolution [10] is composed of convolution operation, linear projection and

element-by-element multiplication and can be used to implement long-term and higher-

order spatial interactions with similar self-attention for adaptive spatial mixing of inputs.

This function utilizes the first-order spatial interaction of the gated convolution. Let � �
���×�  be the input factor and the output � = 	
��(�) can be written as:

[��
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where ��� , ����  are linear projection that achieve channel mixing and are

convolutional layers in the depth direction. Note that ��
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 where #�  is  the  local  window  centered  on $  and !  denotes

the convolution weight of �. Hence, Eq. (1) explicitly explains the interaction between

contiguous factors ��
(�)

  and ��
(�)

  by element-by-element multiplication, which can

better model more complex spatial interactions. Higher order interactions are then

introduced. Projection features �� and {�%}%&�
�'�: is obtained using ���, as  shown in

Eq. (2).
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After that, the gated convolution is performed by Eq. (3):

�%3� = �%(�%)�	%(�%)/5, 6 = 0,1,… , � 9 1 (3)

where the output is multiplied by a scaling factor 1/5 as a way to stabilize the

training.

	% = ;
<>?�@$@�, 6 = 0,

A$�?BC(
%'�, 
%), 1 D 6 D � 9 1.
(4)
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Finally, the output of �� to the projection layer ����  to obtain gFConv ’s input

is the feature map with channel C , after the first convolutional layer, the number of

channels becomes twice as many, and the output of the first convolution is split into two

sections,  the  first  is  used  for  the  next  layer,  the  second  is  sent  to  the  output  of  the

depthwise separable convolution, and the output of the depthwise separable convolution

is used as the input of the remaining three layers. As in Eq. (4), 	% are utilize to match

the dimension in orders.

2.4 Second-order Attention SA

Traffic signs are easy to be ignored during the feature extraction process, inspired by [11],

we introduce the second-order attention (SA) into neck. Firstly, the covariance matrix is

calculated to represent the correlation between different channels. Based on the mean

and variance of each channel, the adaptive scale factor is calculated. The scale factor is

used to weight the feature matrix at the element level to enhance the important channel

features. SA can adaptively realign the features exploiting higher-than-first-order feature

statistics to enhance the learning ability of detection, provide better perception of small

objects, and enhance the detection performance.

2.5 Loss Function HIJKLM

As a result of environmental influences, the spatial configuration and morphology of

objects within the input images can be subject to modification. YOLOv5 utilizes the

CIoU loss function, which incorporates the center distance of the bounding box,

discrepancies in width and height, as well as overlapping areas. However, utilizing aspect

ratio as an influencing factor causes the regression results of the loss function to deviate

from the correct regression objective. Considering the shortcomings of CIoU, we

introduced the loss function CDIoU [12], which uses a new evaluation method to

calculate the loss between GT and RP, which significantly improves the computational

efficiency and accuracy without increasing the computation time, and is more suitable

for the current task. The calculation method is shown in Eqs. (5-7) below:

>$�N =
OPQ'RSOT

UVWPXY Z�\^��\_
=
`a3Wb3�R3c�

U�d
, (5)


e<�f = <�f + i(1 9 >$�N) (6)

CDIOU IoU diou� �� � (7)

where MBR is the smallest external rectangle enclosing the two boxes, WY denotes

the  diagonal  of MRB, ABCD and EFGH represent the four vertices of GT and RP,

respectively, and H�cj�k is the loss function based on CDIoU. Therefore, the higher

value of CDIoU, the higher similarity. In the process of weight iteration, the model

continuously pulls the four vertices of RP toward the four vertices of GT until they

overlap.
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3. Experiments

3.1 Dataset and Evaluation Metrics

To evaluate our method, we selected the Chinese TSD dataset CCTSDB [13] and used
four metrics: Precision, Recall, mAP_0.5, and mAP_0.5:0.95, to evaluate the detection

results. Chinese traffic signs are divided into three categories in CCTSDB: blue

mandatory signs, yellow danger signs, and red prohibited signs. In this experiment, we

selected some images with distinctive scene features in the CCTSDB as the training set

and verified the performance of the method on the test set.

Table 1. Evaluation results for each metric on the CCTSDB dataset comparing our method with advanced

target detection methods. The bold format indicates the best results for the network in the evaluation metrics.

Method Precision (%) Recall (%) mAP_0.5 (%) mAP_0.5:0.95 (%)

Faster R-CNN 74.12 91.95 92.61 76.21
SSD 70.41 86.15 87.21 72.31

YOLOv3 83.21 78.50 83.47 61.45

YOLOv4 90.84 91.81 92.73 70.27

YOLOv5-s 93.16 95.21 96.96 73.12

ours 93.22 96.38 97.27 72.56

3.2 Comparison Experiments

We utilize several advanced object detection method to compare with us, including Faster

R-CNN[4], SSD[3], YOLOv3[6], YOLOv4[7], and YOLOv5-s. The results in Table 1

demonstrate that our method outperforms the detection performance on the CCTSDB

dataset.

The object detection performance of our method and YOLOv5-s on the Chinese

Traffic Sign Detection and Benchmark (CCTSDB) dataset is shown in Figure 1. These

key objects are small in size, variable in location, and heavily disturbed by background

noise. Compared with YOLOv5-s, our proposed method has more advantages and the

results are satisfactory.

Figure 2. Results of our method on the CCTSDB dataset compared with YOLOv5, the red boxes mark the

traffic signs missed by YOLOv5
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4. Conclusions

In this paper, we discuss the difficulties of TSD, propose targeted solutions and make

improvements based on YOLOv5. Firstly, the original input image is input to the
detection network after weakening the noise. Secondly, the contextual semantic module

G3 and the second-order attention mechanism SA are introduced into neck to enhance

the understanding and localization ability of the network to strengthen the attention to

traffic signs. In addition, HIJKLM  is introduced to boost convergence process of our

method. The experimental results show the high level achieved by our proposed method

in detecting traffic signs in complex environments. In future research, we try to add a

priori knowledge from real scenarios of TSD to the method to assist detection and further

improve the robustness and generalization ability of the method.
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