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Abstract. Combustion vehicle emissions contribute to poor air quality and release 

greenhouse gases into the atmosphere, and vehicle pollution has been associated 

with numerous adverse health effects. Roadways with extensive waiting and/or pas- 

senger drop-off, such as schools and hospital drop-off zones, can result in a high 

incidence and density of idling vehicles. This can produce micro-climates of in- 

creased vehicle pollution. Thus, the detection of idling vehicles can be helpful in 

monitoring and responding to unnecessary idling and be integrated into real-time 

or off-line systems to address the resulting pollution. In this paper, we present a 

real-time, dynamic vehicle idling detection algorithm. The proposed idle detection 

algorithm and notification rely on an algorithm to detect these idling vehicles. The 

proposed method relies on a multisensor, audio-visual, machine-learning workflow 

to detect idling vehicles visually under three conditions: moving, static with the 

engine on, and static with the engine off. The visual vehicle motion detector is built 

in the first stage, and then a contrastive-learning-based latent space is trained for 

classifying static vehicle engine sound. We test our system in real-time at a hospital 

drop-off point in Salt Lake City. This in situ dataset was collected and annotated, 

and it includes vehicles of varying models and types. The experiments show that 

the method can detect engine switching on or off instantly and achieves 71.02 av- 

erage precision (AP) for idle detection and 91.06 for engine off detection. 
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1. Introduction 

 

Poor air quality negatively impacts human health and was globally responsible for 6.5 

million deaths and 21 billion in healthcare costs in 2015 [1]. In particular, vehicle pollu- 

tion has been associated with numerous adverse health effects, such as reduced cognitive 

function, cancer, and poor reproductive outcomes [2–4]. Likewise, idling vehicles are 
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significant contributors to greenhouse gas emissions [5]. Roadways where idling vehi- 

cles tend to congregate, such as schools and hospital drop-off zones, can produce micro- 

climates of increased vehicle pollution [6]. Populations that are particularly vulnerable 

to vehicle pollution include children and individuals in wheelchairs since their breath- 

ing height is closer to the height of combustion exhaust [7, 8]. Idling vehicles are espe- 

cially problematic in confined locations such as underground mines [9]. Moreover, idling 

among fleets, such as long-haul idling trucks at depot/delivery centers, causes excess 

operational costs due to wasted fuel and engine wear [10, 11]. 

The detection or monitoring of idling vehicles can impact policies that can subse- 

quently reduce pollution. For instance, research has found that while conventional, static, 

anti-idling signage and education campaigns have mixed results, anywhere from little 

effect on driver behavior to improving air quality [6, 12–17], dynamic signage may have 

a greater impact. For instance, behavioral research has found that dynamic radar-based 

speed displays are more effective than static signage at reducing vehicle speeds [18–24]. 

This paper focuses on the design and evaluation of an idling vehicle detection (IVD) 

system that can be deployed in parking or drop-off areas in order to monitor and respond 

to driver behaviors. To the best of our knowledge, only one previous work [25] has dis- 

cussed a method for IVD. That method relies on infrared imaging to detect heat from the 

engine block of a vehicle, which has several limitations, as described in the next section. 

 
2. Related Work 

 

2.1. Idling Vehicle Detection 

 

Previous work [25] has proposed to automatically detect IVs via the use of an infrared 

camera, which monitors the target area. They perform object detection on a heatmap. 

This method has several disadvantages: (1) The first is high latency because it takes time 

for heatmap to accumulate and dissipate. Also, many infrared cameras often have rela- 

tively low frame rates (e.g., one image every 5 seconds). (2) According to our prelim- 

inary experiments, environments with direct sunlight or high ambient temperatures can 

adversely affect the model’s ability to detect a hot engine block. (3) Engine blocks and 

exhaust pipes (as noted by the authors [25]) are the main high heat area; however, false 

positives/negatives occur when the engine block faces away from the camera because 

the engine block is the main heat source. In addition, our preliminary results on detect- 

ing heat from vehicle exhaust (rear of car) are inclusive. (4) Infrared imaging cameras 

are generally more expensive and not easily deployable in a wide variety of settings. 

The proposed method uses a common RGB webcam and wireless microphone array for 

video and audio data acquisition. Additionally, the problem is defined as an audio-visual 

workflow, including vehicle motion detection and audio classification. The method uses 

real-time video and audio clips and can detect engines switching on or off in less than 1 

second. Thus, the proposed audio-visual approach represents an attractive alternative to 

infrared-based IVD. 

2.2. Video Understanding 

 

Video understanding is an important area of study within the field of computer vision. 

Action detection, often the main task of video understanding, typically estimates a 2D 
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bounding box (region in the image) and label for each action event on video frames. 

Convolution neural networks (CNNs) have been successfully applied to vehicle motion 

detection, as in [26–30]. With respect to autonomous driving, works using ego-vehicle 

cameras such as [31–34] focus on detecting vehicle motion. However, the problem state- 

ment in this paper requires surveillance-style camera placement, as in [25, 35], for the 

purpose of monitoring the target area. The proposed design is vision guided, and we use 

the SoTA action detection model YOWO [36] as the first stage for locating vehicles in 

the video frames. 

 
2.3. Audio Classification 

 

A great deal of research has addressed problems related to sound classification such as 

[37–39] and speech diarization [40]. Devices such as microphone arrays and acoustic 

cameras [41] can help localize sound sources relative to a visual frame of reference. We 

have evaluated microphone arrays and beamforming algorithms to separate vehicle en- 

gine sound in each direction. Nevertheless, from empirical evaluation, we have observed 

that the beamforming technique cannot reliably resolve a single vehicle in outdoor setup 

because of the far-field attenuation and the ambient noise, and the localization accuracy 

is poor. Therefore, in order to receive a stable and clear audio signal of vehicle engines, 

we place individual wireless microphones in a row at the roadside, as shown in Fig. 3, 

and use machine learning models to identify idling engines. Due to access to limited 

training data, we resort to models built using unsupervised learning techniques, such as 

contrastive learning [42, 43], on publicly available audio datasets [44–46]. 

 
2.4. Audio-Visual Learning 

 

Audio-visual learning is an emerging topic in computer vision. Several works, such as 

[47–50], learn audio-visual, co-occurrence features. However, our IVD problem cannot 

be resolved by feature co-occurrence because a stationary vehicle has visual presence but 

lacks audio presence. Furthermore, our experiments show that vehicles are accurately 

identified in videos, regardless of their engine status. Thus, we have opted for a vision- 

guided system design, rather than pure, mixed audio-visual recognition. 

 

 
3. Method 

 

3.1. Problem Definition 

 
We define the problem as localizing and deciding if multiple vehicles in a video clip 

are idling individually in a drop-off area. We define three vehicle status classes Y ∈ 

{Ymoving,Yoff,Yidling} and show them in Fig. 2(b): 

• Moving. A vehicle is moving. 

• Engine Off. A vehicle is stationary with the engine off. 

• Idling. A vehicle is stationary with the engine on. 

By definition, an electric vehicle is either moving or off. We define the problem in an 

audio-visual manner. To be specific, given a video clip V ∈ RD×H×W×C visually con- 
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Figure 1. Proposed System Design. The yellow arrow collects vehicle motion, engine sound, and pollutant 

concentrations. The red arrow represents data transmission to the computer. The green arrow denotes sending 

the predicted idling status to the displays. The blue arrow represents the driver receiving the information from 

the display and potentially making behavior changes. 

 

 

taining vehicles v1, v2, ..., vn, microphone pixel location L and audio clips M ∈ RNc×SR at 

the same moment, our model estimates a bounding box BBv
i and Yv

i . D is the number 

of video frames. H, W , and C are the height, width, and channel number of an RGB 

frame. Nc is the number of wireless microphones. SR represents the microphone sample 

rate. The observed time-domain audio signal M is defined as the addition between engine 

sound S and environment noise N: 

M = S + N(M, S, N ∈ RNc
×SR) (1) 

 
The model estimates class label Yv

i of vehicle vi given information of bounding box BB, 

motion label Ymotion and nearest audio signal Mv
i : 

P(Yvi |BBvi 
,Y vi , Mvi ) (2) 

To solve this problem, we propose a two-stage visual-guided audio classification 

algorithm shown in Fig. 2(a). A vehicle detector is trained in the first stage using the 

SoTA video understanding model, which learns to detect a bounding box BBv
i and a 

moving or stationary label Yvi for each detected vehicle. For each stationary vehicle 

detected in the frame, we determined (through proximity in the image space) the closest 

microphone. In the second stage, the model classifies audio acquired from each of the 

closest microphones into sound with/without engine presence. 
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Figure 2. (a) Our IVD Algorithm. (b) Class Definition Hierarchy. 

 

3.2. System Setup 

 

Our system setup at the test location is shown in Fig. 3. We set up an RGB camera on 

a tripod at an elevation of approximately 20 feet, pointed toward the target area. For in- 

stance, at the hospital collection area, the RGB camera monitors a two-lane drop-off area, 

and the wireless microphone transmitters are evenly spaced along the roadside (at 2.6 

meters intervals). The microphone transmitters send the acquired signals to the micro- 

phone receivers. The microphone receivers are connected to the desktop computer, which 

collects the data and runs the algorithm. An EMMET C960 webcam was used for the 

video, and 3 Rode Wireless GO II sets with unidirectional microphones are used for the 

audio. Each Rode Wireless GO II set has one receiver and two transmitters/microphones, 

resulting in a total of six microphones. 

(a) 
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Figure 3. System Setup. Wireless microphones are stuck on the right wall. The camera is mounted on a tripod 

near rocks. 

 

3.3. Vehicle Motion Detection 

 

The vehicle motion detector (as in Fig. 2) estimates, for every detected vehicle, whether 

it is in motion Ymoving or stationary Ystationary. For achieving this, we use a deep-learning, 

video-based, object-detection model, YOWO[36], considered a state-of-the-art bench- 

mark, which is a video-understanding extension of the (static) object detection model 

YOLO[51]. The neural network extracts 3D clip features using ResNeXt[52], extracts 

2D frame features using DarkNet[51], and fuses 3D features and 2D features for action 

detection. YOWO’s input is a video clip V ∈ RD×H×W×C and the video clip’s last frame 

F ∈ RH×W×C of V . In general, YOWO learns and detects vehicles’ motion on F using V 

and F. 

 
3.4. Nearest Microphone Search 

 

Once each vehicle’s location and moving/stationary status is found, the algorithm finds 

the closest microphone to that vehicle. For this, the algorithm relies on image (pixel) 

locations for each microphone in the video frame, determined interactively by users at the 

time of system setup. In the setup, we develop a script that accepts a mouse click for each 

of the six microphone locations in the video frame and produces the pixel-microphone 

dictionary L for that deployment. The process takes approximately 1 minute. Having the 

user input these locations at the beginning of each deployment ensured that the algorithm 

had the correct microphone pixel location, because the video camera angle can vary due 

to equipment takedown and installation each deployment. Each predicted BBv
i 
’s centroid 

is computed for the search. L is stored and can be called during the search for the nearest 

microphone. The next step uses the audio channel from the nearest microphone for sound 

classification. 
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3.5. Engine Sound Classification 

 

In the second stage, the algorithm classifies observed sound M and environment noise 

N in Eq. 1. The model assumes that audio M = N if no idling car shows up near the 

microphone, and M = S + N otherwise. Usually, audio where an idling engine is present 

has power at a certain combination of frequencies relative to audio that consists entirely 

of background noise (e.g., wind, people talking, distant traffic). We refer the former as 

foreground signal and the later as background signal. 

There are two difficulties when building such a binary classifier in real time. The first 

difficulty is that there is limited training data because labeling idling/non-idling ground 

truth is difficult and time-consuming, and would require too many hours of training data, 

making efficient deployment in new locations infeasible. However, the system require- 

ments indicate that the classifier must generalize to new, previously unheard cars even 

with limited training data. 

The next difficulty is that the data has multiple outliers because the real-world de- 

ployment environment must deal with practical limitations on the placement of mi- 

crophones, microphone cutoff, and environmental interference. Some microphones are 

not placed in the optimum location for engine noise due to the presence of sidewalks, 

wheelchair access, or existing infrastructure. The placement of the microphones also im- 

pacts the signal quality that the transmitter has with the receiver. Additionally, sound 

events such as helicopters flying overhead or people talking right by the microphone can 

confuse the classifier. Because of these issues, we have found that a simple frequency- 

selection-based power threshold is not reliable, and we have developed a machine- 

learning-based method applied to time-frequency data to differentiate S and N. More- 

over, in practice, it is time-consuming to annotate (video) frame-by-frame idle ground 

truth, because an annotator must watch the video and refer to the audio back and forth to 

achieve frame-level accuracy. 

The problem of building classifiers with limited training data is an important and 

active area of machine-learning research, with some promising preliminary results. One 

effective strategy is to develop latent spaces using large amounts of unlabeled or weakly 

labeled training data, and then to leverage this latent space to the target problem with lim- 

ited data. In this light, we have developed a supervised contrastive learning approach for 

subsequent audio classification. Supervised contrastive learning (SCL) (first proposed in 

the computer vision literature [53] ) delineates interclass audio samples while alienating 

intraclass samples. Following architecture and SCL loss functions from [53], the archi- 

tecture for the proposed system relies on a ResNet50 feature encoder, a fully connected 

projector, and a linear/nonlinear classifier. First, the encoder and projector are pretrained 

using SCL loss on a large public audio dataset ESC-50. Next, the pretrained encoder is 

frozen and fed a small amount of the labeled foreground/background data from the new 

site/deployment. We found that the on-site data in the SCL latent spaces is distributed in 

an easily separable fashion. Thus, we can use simpler classifier (with fewer degrees of 

freedom) to differentiate between foreground and background data. 

For processing by the neural network, the time-domain, audio signal is converted 

to a 2D spectrogram through a short-time Fourier transform (STFT). Compared to a 

regular Fourier transform, STFT reflects the local frequency domain over time, computes 

magnitude, and concatenates them vertically into a spectrogram with shape T ×F, where 
T is the number time steps, and F is the number of frequency bins. The spectrograms are 
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encoded using a ResNet50, which is pretrained on ImageNet [53], and then fine tuned 

on ESC-50 [54] using the SCL approach described above. Similar to [39] and [38], the 

model maps the input spectrogram to a normalized 2048 dimension vector and further 

projects it to a normalized 64 dimension latent vector on a hypersphere. A classifier is 

trained to classify 2048 dimension latent vectors. 

In the last step, we keep Y and BB for moving vehicles. We replace Y as either Yidling 

or Yeo f f for stationary vehicles according to audio classifier’s output. 
 

 
4. Experiments 

 

The system was deployed at the main entrance of the hospital test site for 14 test days. On 

average, about 10 vehicles are picking up and dropping off patients every hour, with some 

typically busier times (e.g., morning and mid afternoon). The vehicle motion detector, 

engine sound classifier, and entire IVD pipeline performance are evaluated qualitatively 

and quantitatively on a single day of held-out data. 

 
4.1. Dataset 

 

4.1.1. Audio-Visual IVD Dataset 

We performed field tests at the test site for 14 days. To the best of our knowledge, there 

is no existing IVD dataset matching our setup. Because video and audio sample amounts 

differ significantly (foreground audio samples are very limited since drivers’ idling time 

is much shorter than entire recording), they are collected separately on different days. 

Sampled every 1 second from the first 3-days 10-hour recordings, our video training set 

consists of 33015 clips, and our video validation set consists of 8252 clips. Our video test 

set has 13271 clips sampled from a random one test day recording from the remaining 

11 days. All video data is annotated with bounding boxes and motion status. The camera 

fps is 25. The audio training set has 8721 foreground (positive) samples and 30618 back- 

ground (negative) samples collected every 1 second from a random five days’ first 80% 

of recording. To evaluate the audio model’s generalization ability over new vehicles, the 

audio validation set has 2491 positive samples and 8245 negative samples sampled from 

those 5 days’ last 20% of recording. The sample rate of the microphone is 48000Hz. 

All audio samples are 5 seconds long and centered at the video clip’s last frame. They 

are input pairs for the algorithm. The data acquisition script synchronizes the video and 

audio. Notes are taken on-site for annotating the ground truth per frame. 

 
4.1.2. Urban Sound Classification 

Our audio model is pretrained on ESC-50. ESC-50 [54] is a public environment sound 

event classification dataset that contains 2000 audio recordings evenly distributed over 

50 classes, including engine idling and common background noise sources similar to that 

observed at the test-site field deployments, such as wind, speech, and helicopters. In the 

ESC-50 dataset, each audio sample is 5 seconds long, and the samples are recordings 

from the public project Freesound. 
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4.2. Experimental Setup 

 

The vehicle motion model is trained using an Adam optimizer with a learning rate of 

0.0001 with batch size 20 on a Nvidia RTX4090 24GB GPU. Following [36], five an- 

chors are precomputed on the training dataset. The audio model is trained using the same 

GPU and learning rate 0.0001 with batch size 128. The audio latent space dimension is 

2048. Each input audio sample is 5 seconds long and is normalized. Since audio positive 

and negative samples are imbalanced, we manually balance them in each mini-batch for 

stochastic gradient descent. 

 
4.3. Metrics 

 

We evaluate our algorithm by computer vision’s common object detection metrics: av- 

erage precision (AP), mean average precision (mAP), and accuracy. These metrics also 

compute intersection over union (IoU), precision, and recall curve. 

 
4.3.1. Intersection Over Union (IoU) 

IoU measures how predicted bounding box BBp overlaps with ground truth box BBgt. It 

is a common metric used for object detection in computer vision. 

 

4.3.2. Metrics for Quantitative Analysis 

In object detection, a true positive is defined as a detection with bounding-box IoU (rel- 

ative to ground-truth bounding boxes) greater than a threshold, whereas a false positive 

is defined as a detection/output from the neural network with IoU smaller than a given 

threshold. A false negative is defined as a ground truth without a corresponding, over- 

lapping, bounding box from the NN. For object detection tasks, typical choices for these 

thresholds are 0.5 and 0.75. With precision and recall computed from these, a Precision- 

Recall (PR) curve can be plotted to evaluate the performance of an object detector on a 

particular class. In audio classification, precision and recall are defined in the conven- 

tional manner for binary classifiers. AP is the interpolated area under PR curve for each 

class. mAP is the average AP value over classes. 

4.4. Vehicle Motion Detection Performance 

 

We evaluate the performance of vehicle motion detection using mAP and AP. For test-site 

deployment, the evaluation focuses on the motion detector’s generalization ability across 

test data. Because the tripod is redeployed each day, the camera pose varies slightly from 

day to day. The lighting conditions, traffic conditions, and types of vehicles also differ. 

For example, the variability of light conditions between sunny and cloudy days is signif- 

icant. The motion detector was trained and validated on the first 3 train/validation days. 

Sampled every second, the first 3-day data is divided into 80% training clips and 20% 

validation clips, resulting in 33015 training clips and 8252 validation clips. Addition- 

ally, 13271 test clips are sampled in the same way for another random single day. Table 

1 summarizes the performance comparison between validation set and test set. APs of 
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Figure 4. MDS 2D Visualization on Audio Encoder Latent Space. Due to the huge amount of validation 

samples, we feed part of our validation data into trained SCL and SL’s encoder. The left side shows projected 

latent space of SCL in 2D dimension. The right side shows SL’s latent space. Red dots are background samples. 

Blue dots are foreground samples. 

 

stationary and moving are comparable for validation and test clips. For the same IoU 

threshold, the test data’s stationary AP is about 15% lower than validation data. Moving 

AP is even 9% higher because, we believe, validation samples have fewer vehicles than 

test samples. However, from these results we can conclude that the trained vehicle mo- 

tion detector is capable of localizing vehicle motion on a different single day’s test data 

with 3 days of training data, even with different pose and lighting conditions. 

Table 1. Vehicle Motion Detection Performance 
 

 data type mAP (%) AP Stationary (%) AP Moving (%) 

IoU@0.5 validation 84.49 95.83 73.15 

IoU@0.75 validation 60.94 80.85 41.03 

IoU@0.5 test 87.04 91.14 82.94 

IoU@0.75 test 48.22 64.50 31.94 

 
 

 

4.5. Engine Sound Classifier Performance 

 

The sound classifier is evaluated using precision, recall, and F-score. Groundtruth static 

vehicles are selected, and the respective ground truth bounding boxes are fixed to find the 

closest microphone to cut audio samples from for training and testing. The effectiveness 

of supervised contrastive learning (SCL) and supervised learning (SL) is compared by 

visualizing validation data latent vectors in normalized 2048 dimension space, as seen in 

Fig. 4. This visualization shows that in the SCL latent space positive and negative vectors 

are clustered and potentially separable. To simulate nonlinearity, we chose a two-layer 

perceptron with 1024 internal nodes with a relu activation as the classifier on the latent 

space. After training, the classifier’s performance on validation data was computed and 

is shown in Table 2. Although both have similar recalls, SCL’s F-score is generally better 

than SL by 0.15. Along with latent visualization, we believe clustered SCL latent space 

can adopt test data better than SL from this observation. 

Several factors affect the classifier’s performance. Unidirectional microphones can 

concentrate on only upfront vehicle sound. However, since our model does not separate 

mixed audio, it can pick up surrounding loud engine sounds and predict them as a false 
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Table 2. Audio Classification Accuracy 

 

 Precision Recall F-score 

SL (ResNet50) 0.5121 0.8691 0.6444 

SCL (ResNet50) 0.5913 0.8687 0.7036 

 

 

positive even with a directional microphone. These cases cause low precision. Also, we 

find audio cutout from the wireless microphones affects the classifier’s performance. The 

microphones exhibit intermittent cutout (signal loss) throughout the outdoor recordings. 

Such signal loss was found to be a common hardware issue for outdoor wireless micro- 

phones, even with the most advanced affordable wireless microphone set on the mar- 

ket. Aurally, the cutoff signal has no sound. Digitally, the acquired signal value bounces 

between specific values, destroying the semantic meaning of the audio samples. 

 
4.6. IVD Performance 

 

We perform audio-visual combined evaluation based on our audio validation set. Since 

our audio validation set is sampled per 1 second (25 frames), we expand combined eval- 

uation set to per entire second (enlarged by 25 times). Each input pair has a 16-frame 

clip and a 5-second audio sample. 

 
4.6.1. Qualitative Evaluation 

Fig. 5 shows the combined audio-visual IVD detection. The trained vehicle motion de- 

tector localizes each vehicle very well. As a result, the method is able to find the cor- 

rect nearest microphone. Additionally, the acquired audio signal is distinct between fore- 

ground and background sound. The first row shows two vehicles with the bottom one 

switching on. The highlighted spectrogram indicates engine ignition has stronger power 

on frequency bins. The second row shows two vehicles with the upper one switching off, 

as the corresponding spectrogram turns darker. It also turns out our system is able to han- 

dle multiple vehicles with the help of unidirectional microphones. Two per-frame pre- 

dictions during 10-minute interval are computed and shown in Fig. 6. By comparing the 

color and shape of trajectories, we believe our model is generally capable of capturing 

correct vehicle position and engine status over a long period of time. 

 
4.6.2. Quantitative Evaluation 

IVD performance is also evaluated using AP and mAP as three IVD classes. Compared 

to Table 1, AP Engine Off is similar to AP Stationary. AP Idling is about 10% drop 

compared to AP Stationary. We believe this is a reasonable drop by combining audio and 

visual errors. With similar foreground and background accuracy in the previous section, 

AP Idling is about 20% lower than AP Engine Off. Thus, our system struggles more 

with detecting idling vehicles than with engine-off vehicles, which we believe is due 

to fewer foreground training and validation samples. Also, our current training set is 

not big enough to cover a variety of engine sounds, which can lower audio classifier’s 

performance on a different vehicle. However, when threshold IoU is 0.5 and 0.75, our 

model still has comparable values with models solving other video understanding tasks. 
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Figure 5. IVD Visual Performance. Each row includes detected results and groundtruth annotations along with 

the corresponding spectrogram. Red, green, and blue bounding boxes are idle, non-idle, and moving labels 

respectively. Dotted and solid rectangles are prediction and ground truth. 

 
Table 3. IVD Performance on Validation Data 

 

 mAP AP Moving AP Idling AP Engine Off 

IoU@0.5 80.12 78.27 71.02 91.06 

IoU@0.75 30.39 25.75 17.61 47.82 

 

 

5. CONCLUSIONS 

 

In this work, we create a camera and microphone setup and formulate a new problem 

for IVD. We build an audio-visual algorithm to solve the problem. By deploying the 

system in real-time for 11 days, it detects IVs in most circumstances and displays smart 

messages to drivers. We believe this system can be refined and adapted to more real- 

world scenarios. 
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(a) 

 

 

 
(b) 

Figure 6. Two Vehicle Trajectory Reconstruction Examples During Ten-minute Intervals. x and y are centroids 

of bounding box video frames and t is the time axis. In examples (a) and (b), the shape of the trajectory is 

the vehicle path through the video sequence. The color of the trajectory indicates the vehicle status, moving, 

idling, or engine off, of the ground truth and the prediction. In case (a), two vehicles are parked in the target 

area at the beginning. One of them ignited and drove away. The third vehicle came, parked, and stopped the 

engine later. Case (b) also includes three vehicles. One was off in the target area, while the other two drove 

through. 
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