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Abstract. Developing an effective web application involves the use of various 

methods and techniques to ensure fast and efficient processing of requests. 

Sometimes it is not possible to solve the problem of multiprocessing with a single 

tool, such as a programming language or framework. This work investigates the use 

of asynchronous methods of processing requests using queues. Job operation in 

background and non-background modes relative to the main web process is studied. 

Analytics are provided to analyze a web application with 13,000 requests to process 

daily. It is proposed to optimize the processing by using the Laravel framework and 

the Python server dual-tasking using the Supervisor tool on Linux, as well as using 

a task scheduler for each task. The paper presents positive findings about this 

algorithm, which contributes to the efficiency of web development and provides a 

great user experience on the website. Fast processing of web application requests 

can be a valuable competitive advantage for a business or organization. Research in 

this field helps to maintain their high competitiveness. In addition, the study of query 

processing speed is important in scientific research, as it contributes to the 

development of new algorithms, optimization methods and technologies. 

Keywords. Multiprocessing; web-application; query; requests; data processing; 

server; Laravel 

1. Introduction 

Web development projects typically involve integration with a large number of external 

services, platforms, and systems in today's digital world. The operation of web 

applications in practice is often accompanied by data parsing to obtain, analyze, and 

process information [1-3]. Commercial websites, news portals, social media platforms, 

blogs, forums, transportation websites, and more – are just a few examples of areas where 

the processing of a large number of requests needs to be taken into account. 

There are general approaches to implement this task, such as web scraping and 

using HTTP clients [4].  However, these mechanisms are often not universal. The most 
famous method, in our opinion, is the ARI public method for executing queries, but 

excessive requests can lead to IP address blocking or other limitations. Development of 
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web applications [5-8], such as online stores, may require handling a large number of 

server requests. 

This can pose challenges to the performance and scalability of the developed application 
[9-11]. It is important to utilize effective techniques and tools to optimize server 

interactions and ensure speed and productivity during development in such situations. 

One of the main goals of the research is to improve the quality of user service. A 

quick response to requests will increase the satisfaction of customers and users of the 

web resource. Reducing the processing time of requests and the response of the server 

can help improve the productivity of the workflow and the business in general. 

2. Literature Review 

rom a review of literary sources, many ways of improving the operation of web systems 

are known. In work [12], the authors investigated that "to increase the efficiency of a 

web server by using a load balancing system to manage a large number of requests," six 

servers and three load balancing algorithms were proposed. The authors achieved a high 
response speed and stability of the response time, but the implementation of this method 

requires expensive equipment - additional servers. In [13], a study was proposed to 

automate the customer support for inquiries of a business company that currently handles 

customer support requests manually. Research was conducted using traditional machine 

learning approaches. These studies are important, they use parameters for each learning 

algorithm and data set in terms of the query sampling distribution. However, in our 

opinion, only framework tools can be used for effective traffic of small companies. 

Asynchronous query optimization methods are explored in [14], but it is not clear 

whether people can "use asynchrony when updating data, because the user interface is 

dynamically updated and changes can be difficult to interpret."  

From the review of the literature, it can be concluded that the proposed research 

of the authors is valid, especially in terms of the use of asynchronous methods. In our 
opinion, it is possible to achieve a reduction in request processing time using 

multiprocessing tools of the Laravel framework. It fully meets the intended purpose. 

3. Research Methodology 

Parsing research methods can be divided into three categories [15]. In the first, 

programming languages are used to facilitate the construction of data analysis systems. 

The second group uses artificial intelligence methods. It should be noted here that 

machine learning methods are quite time-consuming. The methods of the third category 

consist in the application of automated systems to detect patterns of query behavior, 

which include data segmentation and field extraction.  

The methods of the first group were used in the research work.  

Often, when creating high-capacity web applications, you need to make a large 
number of requests to a third-party website for monitoring. To do this, you can use 

different methods of integration with the website, depending on the available tools. For 

parsing a large number of products, it is recommended to use asynchronous processing 

of background tasks in Laravel. This will allow efficient processing of a large amount of 

data without blocking the main flow of web requests. 
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Technologies and tools for creating web applications were used to achieve the goal. 

Initially, Laravel tools were used to support multiprocessing and configuration file 

settings, and PHP language was used to design database library elements. Further editing 
of the web application scripts was performed using the Python language. The selected 

tools are free software, so they are universal and accessible to developers from all over 

the world. The Supervisor toolkit on Linux was used to process and monitor background 

processes. Classical framework methods and Google Analytics were used for data 

collection and analysis. 

According to this methodology, it is possible to carry out a complex implementation 

of parsing of web resources and thus get rid of the problem of lengthy processing of 

requests. First paragraph.

4. Multiprocessing and methods of implementation in web development

Asynchronicity is one way to optimize the handling of multiple database queries in web 

development. The use of the Queues in the Laravel framework allows efficient 
management of executing heavy or long operations in the background. This improves 

the performance of the web application and enhances the user experience. Queues in 

Laravel operate based on the «producer-consumer» concept. This allows adding job to 

the queue and then asynchronously executing them using workers. Workers check the 

queue for pending tasks and perform them in the background. The tasks are implemented 

following the scheme (Fig. 1).

Figure 1. Using the Queues in the Laravel framework

This scheme will be used to solve the problem of multi-threaded processing of 

requests. For this, the Laravel framework supports asynchronous multiprocessing 

through the use of functional built-in mechanisms. However, the PHP development 

g
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language itself is not multi-threaded. Therefore, to manage the queue of tasks in the 

database, we will use the Jobs table, which stores information about tasks awaiting 

execution [16]. For the efficiency of their use and communication, we will use the 
mechanisms connects. It should be noted here that the Jobs implementation mechanism 

is possible in the Background Jobs and Non-Background/Synchronous Jobs mode [17]. 

The difference between them is schematically presented in Fig. 2. In the background 

mode (Fig. 2a) tasks are performed asynchronously and run separately from the main 

web process, with the support of various drivers. In non-background mode (Fig. 2b), 

tasks are performed synchronously, which means that they are performed directly in the 

context of a web request.

a)

b)

Figure 2. Temporary implementation of requests in: a) background and b) synchronous mode

All data that was passed to the constructor of this class is in JSON format [18]. 

Fields that allow you to store and track information about tasks waiting to be executed 
in the database queue are important for performing further tasks of multiprocessor 

processing. Among them are the «payload» table field, which contains serialized data, 

and the «queue» field – a queue field that distinguishes each job. The default value of 

the «queue» field for a task in the queue is specified in the application settings in Laravel. 

q

)
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When «queue» is set to «sync», tasks in the queue are executed synchronously. If the 

process is asynchronous, we can configure these queues.

Parsing of a well-known online store with tens of thousands of products was provided, 
and these products were periodically updated and changed. Background tasks were 

running to update the goods, the update process was started every night at 02:00. Initially, 

the application processed only one job for each time period, and in this mode, updating 

13,000 products (since such many of requests were planned for daily processing) took 

too long. Analytical data of request processing was analyzed, average indicators were 

calculated according to tabular data and, as a result of calculations, the graphic 

representation of traffic has the following form: 

a)

b)

Figure 3. Analysis of request processing in the period from February 20 to February 23, 2023: 
a) processing time; b) average request time

As can be seen from Fig. 3 a), about 13,000 requests were processed in three days, 

and the time of complete processing was about 10 hours. The duration of the request (Fig. 

3b) is from 2 to 3 seconds. Such a process is quite slow and needs improvement for the 
efficiency of the developed application.

The problem of such lengthy processing was identified. Note that the problem of 

such a plan often occurs when organizing multiprocessing. A site with a large number of 

products is a powerful application. It was possible to use traffic sniffers to monitor 

network traffic that passes through the web application interface. Then it would be 

possible to access the data packets sent over the network and analyze their content and 

make decisions about optimizing their work [19]. Different frameworks allow you to 

solve this problem with your own methods. Solving the issue is possible through the use 

)
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of a Python library as an implementation of the Laravel framework for developing web 

applications that interact with scripts written in the Python programming language. 

Python is not the fastest programming language, and PHP, as a language specialized in 
web development, has some advantages in the speed of executing web queries and 

interacting with databases. Therefore, for an ideal solution, it was worth rewriting the 

site library with a huge number of products in PHP. Or, in the case of not fully using the 

functionality, such as only updating prices, availability of goods and some categories, 

solve the issue by contacting the IP of your own development using the Job class (Fig. 

4)

Figure 4. A code snippet of a program to make a request to your own IP address using the 
Job class

Let's move on to solving the issue of multiprocessing and optimization of the web 

application developed on Laravel [20, 21]. With the help of this framework, it is possible 
to make settings so that in the Config directory, where the configuration file is located, 

a separate configuration file database_connect.php was specified, where the settings for 

a new connection will be specified in this file, so that the job is executed on a specific 

connection.

The work uses the popular Supervisor tool for managing background processes on 

a server running the Linux OS. It allows us to monitor the state of processes, monitor 

their execution, automatically restart them in case of a crash. The Supervisor is a 

powerful tool for ensuring the stability and continuity of background processes on the 

server, in particular for managing the background tasks of web applications that use 

Laravel or other frameworks.
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The Supervisor's role in resolving the issue is as follows: When the Supervisor starts 

a queue process, it caches the code and settings used to process the queue. When we

change the code or setting for a particular queue, we must restart the corresponding queue 
process in Supervisor for the changes to take effect. This is because the Supervisor is 

responsible for managing background processes, including queue handling. If we do not 

restart the queues, then processing will be performed with old data, and this will be 

incorrect relative to the expected results. Note that restart is a supervisor setting.

Going back to multiprocessing, the following was done to speed up query processing. 

When processing the queue, the simultaneous execution of five jobs is planned. This 

means that in the Non-Background mode (which is schematically presented earlier in Fig.

2b), the parallel execution of several jobs works simultaneously, which helps to reduce 

the execution time of the entire queue.

As a result of such planning, the update time was reduced from 10 to 4 hours, which 

is a significant positive indicator. Now, when the process was started at 2 in the morning, 
it was completed by 6 in the morning (Fig. 5a).

a)                                                                                b)
Figure 5. Comparative analysis of request processing in the period 27-29 March 2023: 

a) processing time; b) average request time

Reducing the update time has its advantages, especially for an online store where the 

timeliness of information is important. At the same time, the average request time was 

significantly reduced (Fig. 5b): from 1900-3000 ms to 800-1450 ms. To execute the 

update command in the online store, the following software structure was used in the 

Laravel console (Fig. 6):
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Figure 6. Job code that is dispatched to the queue

Laravel can execute its commands in the console using a built-in engine (Artisan). 

This command is implemented programmatically as follows. Laravel's built-in task 
scheduler mechanism in the developed project automatically starts it for execution every 

day at a fixed time, at 02:00. The planned and implemented mechanism is flexible, and 

the logic of the command can be adjusted according to the requirements and the type of 
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job to be called. Therefore, planning organized in this way allows you to optimize the 

operation of the application according to your own needs. 

5. Conclusion 

This article solves the problem of long data processing in the process of parsing a web 

application. The initial data of processing 40 thousand requests with a request duration 

of 2 to 3 seconds showed an unsatisfactory result of contacting the server - the request 

processing time lasted for 10 hours. This indicated a rather slow process that needed 

improvement. As a result of the study, multiprocessing was applied to the original data 

set using the proposed methodology using the specified tools.  

Six experiments were conducted during February-March 2023. They were defined 

as follows: the original data set in the form of requests to the server was launched at a 

fixed time of 02:00. For these experiments, the data was pre-processed by the Supervisor 

using the data caching method. As a result of the programmed elements of the system, 

five jobs simultaneously participated in the processing of requests. This significantly 
reduced the processing time of requests from 10 to 4 hours.  

The reliability and accuracy of the results are ensured by the analytical data of the 

framework and the Google Analytics audit. That is, the proposed method is actually 

confirmed by a series of six experiments, which allows you to see the stability and 

effectiveness of multiprocessing as a result of web application server parsing.  

The results of the study are a significant acceleration of the processing of requests. 

Improvements in long-running query processing can have practical applications in real-

world scenarios, such as computing systems, databases, Internet searches, and medical 

research. The practical significance of the conducted experiments, the popularization of 

research and the publication of its results will contribute to the improvement of the field 

and increase the level of knowledge, encouraging other scientists to further research and 

development. 
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