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Abstract. AI chatbots talk to patients in multi-turn conversations in order to 
imitate real doctors and meet the patients’ needs during prior medical inquiries. 
However, existing works ignore the fact that doctors can convey two different 
tones answers to patients through feedback information, that is, question and 
statement. This inflexible method urges us to seek a new response strategy that 
outputs a tone indicator and uses it to limit the range of words output. In this paper, 
we propose a novel chat model based on question-and-answer juxtaposition 
(QAJCM), which simultaneously optimize three parts: the basic response, the 
generated counterpart, and the type of the basic response. These are all produced 
from the basic response, the real result. In specific, the model outputs a question, a 
statement, and a type to ensure that the type gives correct choice in the first two 
parts. Experiments on MedDG and HaoDF datasets show that the BLEU-average 
scores are up to 20.28 and 3.03, which are 45% and 49% higher than the baselines, 
respectively. According to the experimental results, we have made obvious 
improvements and verify that our work can respond to patients in a correct tone in 
the medical inquiry scenario. 
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1. Introduction 

Multi-turn medical inquiry refers to the process of engaging in a back-and-forth 

conversation with a user to provide relevant and accurate medical information. 

Machine medical inquiry applications such as AI chatbots and virtual assistants have 

been developed to help users obtain medical information, arrange appointments, and 

answer general health-related questions [1-2]. These systems leverage techniques such 

as natural language processing, representation learning, and knowledge graphs [3] to 

understand user queries and provide appropriate responses. They are developed with 

medical parameterized priori knowledges stored in the parameters of the neural 

networks [4-5]. While there have been significant advancements in machine learning 

and natural language processing, existing chat models still face challenges when it 

comes to multi-turn medical inquiries [6]. These models do not pay attention to the 

tones and the corresponding content. 
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The doctors’ tones can be divided into two parts: question and statement. This 

question means that the doctors intend to ask more details about the patients’ symptoms. 

Then, the statement indicates that the doctors will arrive at a conclusion based on 

previous communication with the patient. Although some previous works have also 

noticed this phenomenon, they do not solve it by considering the tones [7-10]. The 

indistinguishable tones of the previous works may cause the following three problems: 

Conflating questions and answers: One major issue with existing chat models is 

their inability to distinguish between questions and answers clearly. For example, a 

response should be a statement but the patient receives a question. This can lead to 

confusion, because the chatbot may provide an irrelevant or incorrect response to the 

user's query. After several rounds of chatting, the reply may be lengthy and the patient’s 

purpose may be missed. 

Lack of a clear point of views: This situation corresponds to endless problems of 

the responses. This question gives patients a sense of indecision. This is because the 

responses cannot be switched to a statement so the patients always receive indefinite 

information. Users expect accurate and reliable information when discussing 

health-related topics, but the lack of a clear stance can undermine the credibility of the 

chatbot. 

Jump to a conclusion: It seems that the chatbots has solved the problem of the 

patients but it is very likely that the words are useless. This causes great hardship to 

maintain context in multi-turn conversations, leading to disjointed and unhelpful 

exchanges. It is especially problematic in medical consultation, because understanding 

the background and the patient's concerns is crucial for providing accurate and helpful 

information. 

To address these challenges, further research and development is required to 

improve the performance of AI-based medical inquiry models. Although the generated 

text embodies the tones [11], the chat model does not actively control the text with a 

certain tone. According to the task of dialogue scenario, the data contains history, 

prompt and response. As shown in Figure 1, if the response is converted to two parts 

[12], the content output and the tone output, the problem can be properly solved. This 

thought presents a clear outline for us to overcome the difficulty of mixed tones in 

multi-turn medical inquiry.  

 

 
Figure 1. Wrong case A demo of the response transition process. The response is converted into a basic 
response (the source text), the counterpart, and the type. We define the statement at the beginning of the 

combination sequence. It is separated from the question by the delimiter “SEP”. The type contains only two 
indicators: “Q” means to choose the question while “S” means to select the statement. 

Y. Liu et al. / Question-and-Answer Juxtaposition Based Chat Model 381



 

 

First, we train a sentence classification model for the response content, which is 

considered as the basic response. We use it to label all the basic responses and      

the sentence type of the training data. Second, considering the basic response of   

each data has only one tone, we train two mono-tone chat models to generate 

supplement response for the responses, which is regarded as the counterpart.     

After these two steps, we get the training data with the format that we need, an   

original response modified to a basic response type and a union response content, 

which contains a basic response and a counterpart. Finally, we purpose a mixed    

chat model with a segmentation result layer for the three outputs. Inspired by the   

joint model [13-14], we design an internal joint loss and realize joint adjustment of 

multiple results. These outputs share the same input and hidden layers, but are 

monitored by the different functions. In addition, we design three masks to cover the 

different parts of the hidden states to increase the discrimination of the results. The 

result of the type can supervise the content of the union response at the same time. In 

short, our mixed chat model can output the tone type and the union response, so that we 

can find the correct response with the type. Experiments show that our model 

outperforms state-of-the-art methods with medical inquiry datasets. And our 

contributions are as follows: 

We prepare the response data in two sources. We organize the data into two parts 

— questions and statements. This will ensure the model outputs two tone types of 

responses as two candidates. 

We use a binary mixture loss and a set of three masks to optimize the model to 

generate an auxiliary decision. The combination of three loss functions is designed to 

optimize the model performance. This will help the model to consider different aspects 

of the generated information, such as their relevance and accuracy. 

2. Related work 

2.1 The development of the multi-turn medical inquiry in machine learning 

The development of multi-turn medical inquiry in machine learning has advanced 

significantly in recent years, offering enhanced AI-driven conversational agents that 

can assist users in obtaining medical information and providing personalized healthcare 

advice [15-17]. Initially, medical chatbots and conversational agents were limited to 

single-turn interactions, where users would ask a question and receive a predefined 

response [18]. These early approaches lacked the ability to engage in dynamic and 

context-aware dialogues. The introduction of context-aware conversational agents 

provides multiple rounds of functions, enabling them to maintain context and respond 

to user inputs intelligently [19]. This is made possible through advances in natural 

language processing (NLP) and natural language understanding (NLU) techniques, 

allowing the inquiry chat models to better comprehend user queries and provide 

relevant answers. The integration of medical knowledge base provides data foundation 

for the AI methods [20-21]. With the addition of medical knowledge base, such as 

electronic health records, medical literature, and expert-generated content, AI models 

can provide accurate personalized information [22-24]. This ensures that users can 

receive reliable and medically reasonable suggestions. More important, the medical AI 

community has realized the importance of collaboration and standardization in     
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promoting this field [25]. In summary, multi-turn medical inquiry has come a long way, 

evolving from simple question-answer applications to sophisticated AI-driven 

conversational agents. These advancements have the potential to revolutionize 

healthcare by providing users with accurate, personalized, and context-aware medical 

information, and ultimately improving patients’ outcomes and overall medical care 

experiences [26]. 

2.2 Recently chat models 

Recently, generative pre-trained model has risen in dialogue field, which has 

significantly impacted the field of medical inquiry. The original GPT model, released in 

2018, was built on the Transformer architecture introduced by Vaswani et al. in 2017 

[27]. It makes use of unsupervised pre-training on large amounts of text data followed 

by fine-tuning on specific tasks. An improved and larger version named GPT-2, was 

proposed in 2019 [28]. It consists of 1.5 billion parameters and showcases a wide range 

of capabilities, including language translation, question-answering, and text 

summarization. GPT-3 [29] demonstrate remarkable performance in various tasks with 

minimal fine-tuning, including translation, summarization, and code generation, with 

175 billion parameters, making it the largest language model after 2020. ChatGPT 

comes from InstructGPT [30], which is a variant of GPT-3 and specifically designed 

for dialogue-based applications [31]. It has been fine-tuned to understand and respond 

to user queries more effectively, providing a more interactive and engaging experience 

[32]. Following the same lineage as the GPT models, ChatGLM [33-34] is released in 

this year. It is designed to improve upon the limitations of earlier GPT models, such as 

handling multi-turn conversations and providing more coherent responses. Several 

works have employed it in their models [35-36]. In this paper, we choose ChatGLM as 

our basic model, because it is open source and contains priori knowledge. We use the 

embedding part and the encoding layers. 

3. Method 

3.1 Problem overview 

We regard this task as a response to the dialogue in the medical care scene, with the 

length of n prompt sentence � = ���, ��, … , ���, a history information groups � =
����, 	�
, ���, 	�
, … , ���, 	�
� with m pairs of the patient’s and doctor’s word. We 

allow these to be encoded with our chat model and output two results, the basic 

response type �  and the union response content �  of the simulated doctor. The 

overview of QAJCM is shown in Figure 2. 
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Figure 2. Overview of the QAJCM 

3.2 Data generation method 

We generate counterpart for each sample with question or statement, because the 

original data doesn’t contain these data. In this method, BERT model [37] is used to 

generate a sentence classification model and help to divide the question response and 

the statement response in each stage of the conversation. After that, we train two basic 

chatGLM for generating a question-based chat model and a statement-based chat model. 

If a basic response is a question, it can be regarded as lack of the statement. The 

counterpart allows the mixed chat model to fine-tune the training data with the 

minimum cost of the loss. In this way, each sample will contain a basic response and a 

text with the corresponding supplementary tone for the counterpart. 

The preparations provide a new output form for the union response content �. No 

matter what the type of the basic response is, its order is the statement part, then the 

question. These two parts are linked by special tokens “/a/”. This can be described as 

follows: 

� = 
��
������, ���, ���
                  

                        

(1) 

Where ��� and ��� are the statement part and question part; spt represents the 

special tokens. The function “
��
��” means to connect them into a sequence. 

Therefore, � can be considered as a union response. 

3.3 Encoder part 

The encoder gives the token representation of the combined sequence in the sample. 

For the consideration of the prior knowledge, we choose the chatGLM-6B model [34]. 

It absorbs the deep representation and outputs a sequence of token vector. We follow 

the encoding principles of chatGLM-6B, with � =

{����, [��, 	�], ����, [��, 	�], … , ����, [��, 	�], ������, �, �}  as the input. The 

����, ����, … , ������ denotes the special tokens “������(1 <= � <= � + 1)” for 

separating the dialogue rounds in history. According to it, the prompt and the union 

response are merged into history so that the encoder will capture all the context 

information. It will be used for the next calculation. 
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3.4 Separated method of result set prediction 

The GLMBlock in every layer of the Encoder outputs three vectors which can be used 

to predict the type and the union response. They are GLM hidden state, attention query, 

and attention key of the corresponding layer outputs. We design three masks to divide 

the intermediate results. This novel method can effectively reduce mutual interference. 

We collect all these vectors from the last layer, and do the following. 

For the type �, we employ the two attention vectors as the intermediate vector. 

The history-prompt mask is used to cover the non-history and non-prompt part with 

value of 0, remaining others with value of 1. We design a weighted average pooling 

method for getting the compressed representation for the two attention vectors. After 

that, the representation is sent to a linear mapping with a sigmoid function and 

converted into a binary result. This result can represent the type � of the sample. This 

fusion process can be described as follows: 

����		 = �������(�
 , ��)               

                         

(2) 

ℎ	 = ����		 ∗ �������(�	)               

                         

(3) 

�	 = ������� !	 ∗ ℎ	 + "	#               

                         

(4)

  

 

Where the ����		 is the average pooling result of merging two attention vectors; 

the ℎ	 is the compressed representation of the type result after the above multiplied by 

history-prompt mask �	; the �	 is the prediction result of the type �; the !	 is the 

trainable weights and the "	 is the bias. We adopt sigmoid function to get a value 

between 0 and 1. 

We multiply the question mask and the statement mask by the two duplicated 

GLM hidden states to generate two different candidate vectors for the union response. 

The question mask covers the non-question response part with value of 0, leaving the 

value of 1 for other parts. The statement mask assigns weight to the non-statement part 

and other parts with the same pattern. By the way, the hidden state can be transformed 

into two different distributions of values and the distinction of representation can be 

enhanced. These two candidate vectors are mapped to the result space by a linear 

function, and their output dimension are the same as the number of the words in the 

space. The method of getting candidate vectors is described as follows: 


�� = �
 ∗ ℎ                          

                          

(5) 


�� = �� ∗ ℎ                          

                          

(6) 

�
 = !

�� + "
                         

                         

(7) 

�� = !

�� + "
                

                                  

(8) 

Where the 
�� and 
�� are the coverage values in the question mask �
 and 

the statement mask ��; the �
 and �� are the forecasting question and statement 
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parts in our model. We allow the coverage values to share the same word mapping 

function with the trainable weights !
 and bias "
. 

3.5 Loss Calculation Strategy 

The loss function is designed as the joint loss. The joint loss establishes an association 

between the basic response type � and the union response content �, thus allowing 

the parameters to be collaborative adjustment in the backpropagation stage. We employ 

binary cross entropy for the type loss, and cross entropy for both the question part and 

the statement part. Because the counterpart in the union response is necessary to obtain 

the output, but it needs to be weakened in the backpropagation, we propose a new 

combination scheme by using the real type of the basic response. This type will be 

changed into two binary one-hot values. If the true type value is 0, it means that the 

basic response is a statement and we should discard the question part. Therefore, the 

front value from it is 1 and the back value is 0. After that, we multiply it with the 

corresponding loss to ensure that the total loss is not affected. However, this process 

can only ignore the independent part, but cannot enhance the semantic representation of 

the basic response part. Thus, we add a type coefficient from the forecast type value 

and make it a new multiplier. Considering that the predicted value is between 0 and 1, 

we add number 1 to the coefficient, so that the corresponding loss can contribute twice 

as much to the total loss at most. This process is a kind of inner joint model which uses 

the same input but gets two results from different loss functions, and merges them with 

self-adaptive coefficients together. The method of calculating losses is described as 

follows: 

$	��� = −%� ∗ ��	 log �	# +  1 − �	# log 1 − �	#
                      (9) 

$�
�� = −
�

�
∑  ���

� '��
���� (���
�)                                    (10) 

$��	� = −
�

�
∑  ���

� '�������*�����+                                     (11) 

���
�	, ����� = ¬���(�	, 0), ¬���(�	, 1)                               (12) 

$	
	�� = $	��� + ���
�	 ∗ (2 − �	) ∗ $��	� + ����� ∗ (1 + �	) ∗ $�
��        (13) 

Where the %� is the trainable weights of type t; the �	 is the true type of the 

basic response (same to �); the $�
�� and the $��	� are the losses of the question part 

and the statement part; the '� and the �� are the real token and the predicted token in 

the union response, with � and � to indicate the question and the statement sources; 

the ���
�	 and the ����� represent the front value and the back value from �	, which 

are generated by exclusive or operation(XOR) and reverse option; the $	
	�� is the 

total loss. The (2 − �	) and (1 + �	) are strengthen factor, which come from 1 plus 

the unenhanced state (1 − �	) and �	 for the statement part and the question part. 
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4. Experiments 

4.1 DataSet 

In order to make an impartial and significant comparison, we follow the previous 

works to evaluate two Chinese medical inquiry datasets, MedDG [38] and HaoDF. 

Both of them are processed into JSON files, and the content structure of the file is a 

doctor’s words followed by a patient’. The essential difference between them lies in the 

source of data. MedDG is an open-source dataset which can be downloaded from the 

website. It has separate training, testing, and validation dataset, and we use the testing 

part to compare with other baselines. HaoDF is private data that we collect from the 

internet and sponsors. We divide the training, testing, and validation part at a ratio of 

8:1:1, and record the performance of the testing data. Table 1 shows the detailed 

information of the datasets, such as numbers of the samples and their average turns. 

Except for the performance comparison of the testing data, we also study several 

revised models and changed data. 

Table 1. Basalt fiber physical index 

Dataset Train Valid Test Average talking 

turn  

MedDG 14864 2000 1000 11.62 
HaoDF 12597 1000 1000 8.25 

4.2 Evaluation 

We compare our model with basic pre-trained chat models and other NLP models. 

Some MedDG experimental results of these models are from the record of original 

papers. HaoDF results are produced by us with our training resources. We adopt the 

word-overlap based metrics, BLEU [39] scores, which scrutinizes each predicted word 

with the basic response. According to the type of the basic response, we select the 

corresponding part as the real answer. Specifically, we use BLEU-2, BLEU-3, BLEU-4 

and the average value of them. We will discuss the joint strategy in section 4.4 and give 

statistical results to show the performance of our model. 

Because the medical response generation is an NLG task, we do not compare our 

methods with the works that show the results of intention slot task but use the same 

dataset. They [40-41] only predict the keywords in the response rather than generating 

the whole sentence. We compare our results with the baselines of external knowledge 

strategies [42-44] and internal enhancement strategies [45-48]. 

4.3 Implementation details 

We use chatGLM-6B as the encoder for the inputs, which contains prior knowledge of 

the parameters of the network. We set the batch size to 1 as the number of the 

parameters is too large for the GPU memory. The epoch of all training dataset is set to 

20. We choose the AdamW optimizer and set decaying strategy for the learning rate. 

The initial learning rate is 2e-2. The training equipment we use contains 2 * Nvidia 

Tesla M40. We get the best performance model on testing dataset and compare it with 

other baselines. 
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4.4 Main result 

Table 2 and Table 3 show the results of our model processing the two datasets. 

Compared with other baselines, our model outperforms all other models in 

BLEU-average. To be specific, our model has been improved by 5.8 BLEU-average on 

MedDG and 1.0 BLEU-average on HaoDF. This can prove that our model is valid. 

The main reasons for the improvement are multi results output strategy and 

internal joint loss method. First, the two outputs take the type as an indicator and the 

union response as a candidate set of two different contents. The indicator determines 

which part of the contents should be chosen. Because the generated words come out 

one by one, if the tone is wrong, they will suffer from error propagation. However, the 

indicator provides a definite tone, and no error is allowed. This makes a tremendous 

contribution to performance improvement. Second, the internal joint loss ensures 

collaborative calculation and finetuning. Although both outputs are controlled by 

different loss functions, they share the same encoding layers. This illustrate that the 

difference between them comes from the last layer. Therefore, the internal joint loss can 

coordinate the parameters of each layer and adjust them comprehensively. This 

optimization idea guarantees high performance and low computational overhead. By 

contrast, other baselines do not separate the question part and statement part for the 

original response, so their performances are lower than ours. 

 

Table 2. Main results of the MedDG dataset. Note that * means the reproductions of the baselines. 

Methods BLEU-2 BLEU-3 BLEU-4 BLEU-average 

MKA[42] 8.09 5.65* 2.87 5.54  
TAMDE[43] 10.11* 6.83* 5.18* 7.37  
TAMDG[44] 18.01* 13.72* 5.84* 12.53  
GDEMR[45] 19.12* 14.13* 6.12* 13.12  

SVRMDG[46] 20.46* 15.02* 6.31* 13.93  
EDG[47] 7.80 5.42* 2.81* 5.34  

PlugMed[48] 21.13* 14.95* 6.00 14.03  
QAJCM(Ours) 33.70 17.67 9.47 20.28  

 

Table 3. Main results of the HaoDF dataset. Note that * means the reproductions of the baselines. 

Methods BLEU-2 BLEU-3 BLEU-4 BLEU-average 

MKA[42] 1.97* 0.40* 0.06* 0.81  
TAMDE[43] 2.54* 0.69* 0.10* 1.11  
TAMDG[44] 4.41* 1.02* 0.12* 1.85  
GDEMR[45] 4.50* 1.05* 0.12* 1.89  

SVRMDG[46] 4.65* 1.23* 0.18* 2.02  
EDG[47] 1.94* 0.38* 0.06* 0.79  

PlugMed[48] 4.85* 1.02* 0.19* 2.03  
QAJCM(Ours) 7.66 1.22 0.20 3.03 

 

4.5 Ablation study for model 

We delete the strengthen factor to compare the unenhanced loss with the original model. 

As shown in table 4, the BLEU scores witness a slight drop. When the loss is fed back 

into the correct words of the basic response, the unenhanced one gives fewer 

adjustments. In addition, with the increase of training epochs, this gap will increase 

with the passage of time. Therefore, the strengthen factor is necessary for the internal 
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joint loss. 

We also compare the loss of the original model with that of the simple summation. 

In this experiment, we neglect all the loss ratios and just add them up. As shown in 

table 4, the BLEU scores decrease. Actually, the simple sum disables the mask of the 

counterpart. Therefore, the accumulated loss adds an unnecessary value and may lead 

to the inaccuracy of the backpropagation stage. 

 

Table 4. Ablation Study for model. We use the MedDG dataset for this group of experiments. 

Methods BLEU-2 BLEU-3 BLEU-4 BLEU-average 

QAJCM(Src) 33.70 17.67 9.47 20.28  

- Strengthen Factor 33.65 17.62 9.45 20.24 
-Ratio of Losses 31.92 16.45 8.3 18.89 

 

4.6 Ablation study for data 

We convert the task into a non-joint task, in which the three parts of the result are 

concatenated into a sequence. The model only needs to generate the words one after 

another. As shown in Table 5, the BLEU scores decrease by nearly 1.5 because the 

inherent inconsistency of this type of output reduces the flexibility of the model. The 

type of the basic response contains only two results, but it is bound to the content of the 

union response. This leads to a limited optimization and impairs performance. 

Another study is to split model according to the type of the output. We use two 

models, one for predicting the type of the basic response and the other for predicting 

the content of the union response. As shown in Table 5, the BLEU scores decrease by 

2.36. When splitting, the loss of the type will not affect the content. In this way, the 

content model globally optimizes both the basic response and the counterpart. However, 

the counterpart should be overlooked in the training stage. As a result, the content 

model pays more attention on the counterpart, and the basic response is not optimized 

enough. Furthermore, since this study contains two independent models, more time is 

needed to train data. 

Table 5. Ablation Study for data. We use the MedDG dataset for this group of experiments. 

Methods BLEU-2 BLEU-3 BLEU-4 BLEU-average 

QAJCM(Src) 33.70 17.67 9.47 20.28  
Non-joint QAJCM 30.83 16.58 8.67 18.69 

Splited Two Models of 
QAJCM 

30.11 15.71 7.94 17.92 

 

4.7 Case Study 

We show a right case and a wrong case to illustrate the effectiveness and the 

shortcomings of our model. The cases are from the MedDG dataset. We study both the 

type part and the content part. The red background color indicates the type error and the 

word error. The right case is shown in Figure 3 and the wrong case is shown in Figure 

4. 
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Figure 3. Right case 

 

 

Figure 4. Overview of the QAJCM 

 

For the right case, we come to the conclusion that our model can generate a 

meaningful covering sentence compared with the basic response. In addition, it can 

also generate an inference sentence for the counterpart. The prediction type gives their 

choice and output the correct response. 

For the wrong case, we can divide it into two parts, type error and word error. The 

type error may occur when the response of the testing data is highly subjectivity. 

Suppose a doctor ought to answer a question to the patient and ask for more details, but 

only provide a diagnosis. If this conversation is recorded into the dataset, it will 

misguide the model training or increase the error rate. The word error may occur when 

the predicted words do not cover the words of the basic response words. If the doctor’s 

reply contains some dialect words or supplements, it may not be in line with the 

forecast. 

5. Summary  

In this paper, we propose a new internal joint loss method to predict the tone of the 

upcoming response and output the corresponding reply. This method limits the 

probability space of the output by modifying its structure. Such approach provides a 

clear tone and accurate information. In this way, we offer a tone-based solution in the 

AI medical inquiry scene. This tone can guide the chat model to output an appropriate 

response for patients, and reduce the workload of doctors by assisting doctors to 

cognize patients’ situation in advance. Experimental results show that our method is 

superior to all baselines and has obvious improvement on two datasets. Further 

research on model structure and data form shows that this method has popularization 

and practical value. In future, we will try to find a detailed scheme to divide the 

questions and the statements into more complex tones to study how the combination of 

tones affects the response. 
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