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Abstract. In order to solve the problem of excessive parameters and slow computing 

speed of classical neural networks, this paper uses the powerful parallel computing 

power of quantum computing to improve the computing speed of classical neural 
network models, and proposes a hybrid continuous variational quantum neural 

network (HCVQNN) model that can be used for network intrusion detection. The 

continuous variable layer of the model is realized through Gaussian gate and non-
Gaussian gate, in which Gaussian gate performs operations such as quantum state 

weight addition and offset term setting, and non-Gaussian gate performs nonlinear 

operations, thereby improving the overall expression ability of the network model. 
In addition, aiming at the unbalanced problem of UNSW-NB15 in the network 

intrusion dataset, this paper proposes to design the algorithm from the feature level 

and the algorithm level, using the ReliefF algorithm for feature selection at the 
feature level, and oversampling and undersampling processing at the algorithm level 

by combining the Borderline-SMOTE algorithm and GMM algorithm. The 

classification experimental results on the UNSW-NB15 network intrusion dataset 
show that compared with the other two network models, the HCVQNN network 

model obtains higher classification accuracy and lower loss function value in both 

binary classification and multi-classification tasks, and the classification accuracy 
for minority categories is also improved. 

Keywords. classical neural networks, HCVQNN, network intrusion detection, 

UNSW-NB15 

1. Introduction 

With its powerful nonlinear information processing ability and generalization ability, 

classical neural network has become an important machine learning model and is 

commonly used in signal processing, natural language processing, image classification 

and other fields[1-4].Quantum computing is based on the coherent superposition and 

entanglement of quantum states, which can provide powerful parallel computing 

capabilities[5-7].How to combine quantum computing with classical neural networks 

and give full play to the advantages of both, so as to improve the classical neural network 
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architecture and improve network computing performance has become an important 

direction that people pay attention to.  

Quantum neural network (QNN) model inspired by the classical neural network in 

the early stage, which provided a reference for research in this field[8-10]. In 2019, the 

quantum convolutional neural network (QCNN) proposed by Cong et al. only uses 

O(log(N)) variational parameters as the input size of N qubits to reduce the complexity 

of the network[11]; in 2020, Henderson et al. proposed the concept of quantum 

convolution layer, which enhanced the ability to extract features from data through 

random quantum circuits, but lacked nonlinear operations to enhance the generalization 

of the network[12]; in 2021, Niu proposed a QNN with multi-layer activation function, 

which enhanced the robustness of the network model[13]. For two-dimensional image 

data, in 2022, Houssein et al.  proposed using randomized quantum circuits to construct 

a hybrid QNN model, which achieved a high classification accuracy in the experiment 

of classifying images of COVID-19[14]. 

However, the QNN proposed so far is the model output obtained through quantum 

measurement.  Compared with the classical neural network, it lacks the deep data 

relationship brought by the nonlinear operation, thus reducing the expressive ability of 

the network.  The continuous variation quantum circuit has been gradually applied to the 

field of machine learning by taking advantage of the nonlinearity brought by its non-

Gaussian gate and the continuous variation characteristic brought by the Gaussian 

gate[15].  At the same time, a linear kernel classifier model based on continuous variable 

quantum circuits was proposed in[16], and finally a two-dimensional benchmark dataset 

was used to verify the classification effect of the model.  The results showed that it had 

better classification performance and faster calculation speed. 

More and more neural networks are used for intrusion detection.[17-18]Therefore, 

in view of the nonlinearity of the quantum neural network, this paper proposes a 

continuous variational quantum neural network (HCVQNN) to be applied to network 

intrusion detection to achieve the purpose of improving the expressive ability of the 

network model under the premise of reducing computational overhead. On the other hand, 

in view of the unbalanced characteristics of the network intrusion dataset UNSW-NB15, 

this paper adopts a processing method combining feature level and algorithm level.  At 

the feature level, the Relief F algorithm is used for feature screening, redundant features 

are removed, and data complexity is reduced.  At the algorithm level, a combination of 

the Borderline-SMOTE algorithm and the GMM (Gaussian Mixture Model) algorithm 

is used to perform a separate analysis on the minority category samples.  Oversampling 

and clustering undersampling are performed on samples of most categories to improve 

the overall detection performance of the network model. Finally, simulation experiments 

on the UNSW-NB15 network intrusion dataset show that the algorithm proposed in this 

paper has higher classification accuracy in binary classification and multi-classification 

than other network models. At the same time, the classification accuracy is also 

significantly improved for minority class samples.  Thus further verifying the 

effectiveness of the unbalanced algorithm and HCVQNN network model proposed in 

this paper for network intrusion detection, which has certain positive significance for the 

future application and development of QNN. 
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2. Unbalanced dataset 

2.1. Unbalanced Dataset Definition 

In the intrusion detection dataset UNSW-NB15 used in this paper, the four major attack 

categories of Analysis, Backdoors, Shellcode, and Worms account for a relatively small 

proportion of the total number of samples, so there is an imbalance in the data distribution.  

This section mainly reduces the impact of data imbalance on network performance from 

the level of feature processing and algorithm design. 

2.2. Research at the feature level 

From the feature level, the unbalanced distribution of data features is the main reason for 

the imbalance of data categories, because when the features of some minority categories 

are ignored, the classification results of the network model will be more biased towards 

the majority category, resulting in data imbalance.  Therefore, it is very important to 

select the important features that can best distinguish the majority category and the 

minority category by removing redundant features through certain feature selection. 

This paper mainly uses the ReliefF algorithm to reduce the dimensionality of the 

UNSW-NB15 dataset.  The principle is to select important features by assigning larger 

weights to the features that contribute greatly to the classification results.  The algorithm 

is not only simple in design, but also has no specific data type restrictions.  The selected 

most important feature subset is input into the network model for training, thereby 

improving the performance of the network model and improving the classification 

accuracy. 

The main process of the Relief F algorithm is as follows: 1) There are several 

different types of sample data, and each type of sample is called xn.  Among all sample 

data, a sample a is randomly selected.  2) In the sample group of the same category as a, 

take the k nearest neighbor samples.  3) In all sample groups that are not of the same 

category as a, also take k nearest neighbor samples.  4) Calculate the weight of each 

feature.  The weight for each feature can be calculated as:. 
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In the formula, m is the number of samples, Mj(C) is the jth nearest neighbor sample 

in a different category C than the sample, and P(C) represents the proportion of the target 

sample number of class C to the total number of samples; class(Ri) indicates the class of 

sample Ri; diff(A,R1,R2) is used to calculate the distance between samples R1 and R2 with 

respect to feature A.  
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The average weight of each feature can be obtained by repeating the above process 

m times. The criterion for feature selection is to see the size of the average weight of 

each feature obtained in the end. Because the higher the weight, the higher the 

classification contribution of the feature to the network model, and vice versa, the lower 

the classification contribution to the network model.  

After processing by Relief F algorithm, the intrusion dataset can effectively 

eliminate the noise feature items, thereby reducing feature redundancy and obtaining a 

low-dimensional excellent feature subset. This algorithm can effectively reduce the 

problem of complex network structure caused by the large amount of intrusion data, and 

also obtain better classification results through the filtered feature subset. 

2.3. Research from the Algorithmic Level 

From an algorithm perspective, in the UNSW-NB15 network intrusion data set, the 

number of samples of different categories is unevenly distributed, which will cause the 

network model to classify most types of network traffic data samples when performing 

multi-classification of attack categories.  The classification accuracy rate is high, but the 

classification accuracy rate for samples containing a few types of network traffic data is 

low.  Therefore, it is necessary to use algorithms to deal with the problem of unbalanced 

distribution of network traffic data categories.  In this paper, the Borderline-SMOTE 

algorithm is used to oversample a few types of network traffic data, and the GMM 

(Gaussian Mixture Model) algorithm is used to cluster and undersample most types of 

network intrusion data.  The two methods are combined to balance the number of samples 

in each category, thereby improving the overall detection performance of the network 

model.  

The Boderline-Smote algorithm is mainly used to solve the problem of feature 

distribution of minority network traffic data samples. It mainly performs synthetic 

sampling on the boundaries of minority samples so that there is no redundancy in the 

newly synthesized samples, which greatly improves the feature distribution interval of 

the sample and the classification performance of the network model.  In addition, 

Borderline-Smote sampling divides the minority class samples into three parts: noise 

samples, dangerous samples and safe samples.  The specific process is as follows: 1) For 

each sample x in the minority category set A, consider the set A as a training set, and 

calculate the Euclidean distance from all points in A to the sample point.  And thus select 

k nearest neighbor points, and then record all majority class sample sets in its neighbor 

points as k1.  2) Comparing the total sample size of k and k1, when the total sample size 

of k1 exceeds half of the total sample size of k, the selected samples are classified as 

dangerous samples and put into the dangerous sample set DangerSet; if the total sample 

size of k1 is equal to If the total number of k samples is the same, the selected samples 

are classified as noise samples; if none of the above conditions are met, they are classified 

as safe samples, and neither the noise samples nor the safe samples will be operated 

subsequently.   3)  For the dangerous samples put into the DangerSet set, it is necessary 

to find out the corresponding k adjacent sample points.  4) Finally, perform sample 

synthesis for each point in the DangerSet set. 

The GMM algorithm is an algorithm described by a parameterized probability 

distribution frame model, which is represented by a linear combination of several 

Gaussian normal distribution functions.  If all network traffic sample data come from 
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multiple Gaussian normal distribution functions with different parameters, the samples 

belonging to the same distribution function are classified into the same cluster, and GMM 

can return sample traffic data x belonging to different clusters according to the following 

formula class probability. 
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3. HCVQNN Structure Design 

This paper proposes a new hybrid continuous variational quantum neural network model.  

By combining the classic CNN and continuous variational quantum neural network 

(CVQNN) to construct a hybrid network model, the spatial characteristics of the data can 

be preserved through CNN, and the non-Gaussian gate of the CVQNN realizes nonlinear 

functions, achieving the effect of high-speed parallel processing of data while retaining 

the complex characteristics of mining data.  Among them, CVQNN is mainly composed 

of multiple basic layers, and one basic layer includes linear operations performed by 

Gaussian gates and nonlinear operations performed by non-Gaussian gates. 

3.1.  CVQNN Basic Layer Structure 

The basic layer structure of CVQNN is shown in Fig 1.  The first four parts 

1 2( , ) ( ) ( , ) ( )U S r U D� � � �  are linear operations performed by Gaussian gates, and the last 

part ( )� �  is nonlinear operations performed by non-Gaussian gates. 
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Figure 1. CVQNN basic layer structure. 

The conversion performed by the common Gaussian gates ( , )U � �  (generally 

represented by ˆ ( )BS � ), ( ) ( ) ( )S r D R � , and non-Gaussian gates ( )� � can be 

represented by the following formula:. 
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3.2. HCVQNN Multilayer Structure

Fig 2 is a multi-layer structure model of the HCVQNN network, in which the input 

between the output of a certain layer and the input of a certain layer can be achieved by 

measuring or applying a non-Gaussian gate to reduce the effect of qubits, thereby 

reducing the complexity of the quantum network. Among them, the input of the network 

can be classical data or quantum data.  In this paper, the network is used to intrude the 

classical data, and the Gaussian gate is used to realize the conversion from classical data 

to quantum data.

Figure 2.   HCVQNN multilayer structure

3.3. HCVQNN Overall Structure

The overall structure of HCVQNN is shown in Fig 3.  It consists of two parts, the classic 

CNN layer and CVQNN.  After the classic data is trained by the classic CNN layer, it is 

input to each Gaussian gate and non-Gaussian gate of CVQNN to complete the training 

of the entire model.  When performing binary classification, only the non-Gaussian gate 

can be used to get the final classification results ,When performing multi-classification, 

adding a fully connected layer behind the quantum network can achieve multi-

classification tasks.
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Figure 3. The overall structure of HCVQNN 

The network training steps of CVQNN are as following:. 

� Gaussian phaseless U-gate is used to act on the double quantum state to add the 
quantum state weight. 
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where C is the orthogonal matrix. Therefore, the Gaussian phaseless U-gate 
implementation multiplies the qubit by an orthogonal matrix to realize the setting of the 
weight parameter. 

� The Gaussian S-gate is used to act on a single quantum state to realize the 
expansion and scaling of the amplitude of the quantum state. 

ˆ( )i i i i iS r x c c x� ,                                           (11) 

where ir
ic e�� , when 1ic � , Corresponds to quantum state amplitude compression, 

when 1ic � , Corresponds to the amplitude expansion of quantum states. The general 

form of its S-gate for element scaling can be expressed as: 
1

2ˆ( )
ii

r
S r x e x

� �� � .                                  (12) 

In the formula, � �: ( ) 0idiag c� �� . 

� Gaussian D-gate is used to act on a single quantum state to realize the setting of 
the offset term of the coding vector. 

ˆ ( ) 2i i i iD x x � � (13)

For i R  , the above equation can be uniformly written as: 

ˆ ( ) 2D x x � � .                                    (14) 
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Therefore, the setting of the offset term   can be realized, so as to better fit the data 

and achieve the role of enhancing the generalization of the network. 

� Nonlinear operations are performed using non-Gaussian gates. 

( ) ( )x x� � !� .                                          (15) 

Through the above Gaussian gate, the conversion operation of a layer of CVQNN 

can be completed. 

4. Experimental Results and Performance Analysis  

By comparing the binary classification performance and multi-classification 

performance of HCVQNN CNN and CVQNN network models, the simulation 

experiment verifies the effectiveness and feasibility of the algorithm for processing 

unbalanced datasets and the HCVQNN model. 

4.1. Experimental Model Parameters 

Table I shows the HCVQNN model structure. The HCVQNN model uses two layers of 

one-dimensional convolutional layers, two layers of maximum pooling, one Flatten layer, 

two layers of fully connected layers, two layers of CVQNN layers, and finally uses the 

softmax layer as the classifier for multi-classification. All parameters of the HCVQNN 

model are the best parameters obtained after many experimental debugging. 

TABLE I.  HCVQNN NETWORK MODEL PARAMETERS  

Operations Filter Stride Padding 

1D Conv+Relu 128 1 same 
Max pooling 10 2 same 

1D Conv+Relu 64 1 same 

Max pooling 5 2 same 
Flatten -- -- none 

Dropout 0.6 -- none 

Dense+Elu 28 -- none 
Dense+Elu 14 -- none 

CVQNN 2 -- none 

CVQNN 2 -- none 
Dense+Softmax(multi-

classification) 
10 -- none 

4.2. Comparative Analysis of HCVQNN Binary Classification Results 

The binary classification accuracy curves of CNN network model, CVQNN network 

model and HCVQNN network model on the UNSW-NB15 network intrusion dataset are 

shown in Fig 4. 

It can be seen from Fig 4 that in the iterative process of the network model, compared 

with the other two models, the HCVQNN network model proposed in this paper has 

always had a high binary classification accuracy, up to 94.27%, and can make the model 

reach a stable state at the fastest speed. 
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Figure 4. CNN, CVQNN and HCVQNN binary classification accuracy comparison

The classification accuracy of the CVQNN network model is higher than that of the 

CNN network model. Therefore, the HCVQNN network model proposed in this paper 

not only solves the problem of data imbalance, but also increases the classification 

accuracy of the model for intrusion data due to its non-Gaussian gate nonlinearity. At the 

same time, the comparison curve of the loss function values of these three network 

models with the number of iterations is shown in Fig 5. It can be seen from Fig 5 that the 

HCVQNN network model has the fastest speed to make the loss function value reach a 

steady state close to 0, followed by the CVQNN network model and the CNN network 

model, respectively. Based on Fig 4 and Fig 5, it can be seen that in terms of the 

convergence speed of the model, the performance is reduced by the HCVQNN network 

model, CVQNN network model and CNN network model, which also reflects that the 

HCVQNN network model has a faster convergence speed than the other two models.

Figure 5. CNN, CVQNN and HCVQNN binary classification loss functions

Table II compares the performance indicators of Accuracy, Precision, Recall and 

F1-sorce on the UNSW-NB15 dataset of CNN network model, CVQNN network model 

and HCVQNN network model.

It can be seen from Table II that the classification accuracy Accuracy, Precision 

Precision, Recall and F1 values of the HCVQNN network model proposed in this paper 

all achieve high score compared with the other three network models. It can be seen that 

the HCVQNN network model has a strong overall intrusion detection effect.
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TABLE II. CNN, CVQNN AND HCVQNN BINARY CLASSIFICATION PERFORMANCE INDICATORS 

Model Accuracy% Precision% Recall%
F1-

Score%

CNN 92.70 97.39 90.50 93.82

CVQNN 93.58 97.38 92.08 94.65

HCVQNN 94.27 98.36 98.62 95.68

The classification accuracy of the HCVQNN network model for normal data and 

intrusion data is statistically obtained, and the final classification accuracy is shown in 

Fig 6.

It can be seen from Fig 6 that the HCVQNN network model proposed in this paper 

can achieve high classification accuracy for normal data types and intrusion data types, 

which proves that the HCVQNN network model achieves better classification 

performance for network intrusion datasets than CNN and CVQNN by taking advantage 

of its continuous variational and increasing nonlinear processing.

Figure 6. Classification category precision 

4.3. Comparative Analysis of HCVQNN Multi-classification Results

The multi-classification accuracy curves of CNN network model, CVQNN network 

model and HCVQNN network model on the UNSW-NB15 network intrusion dataset are 

shown in Fig 7.

It can be seen from Fig 7 that in the iterative process of the network model, compared 

with the other two models, the HCVQNN network model proposed in this paper has 

always had a high multi-classification accuracy, up to 87.66%, and can make the model 

reach a stable state at the fastest speed.

The classification accuracy of the CVQNN network model is higher than that of the 

CNN network model. Therefore, the HCVQNN network model proposed in this paper 

not only solves the problem of data imbalance, but also increases the classification 

accuracy of the model for intrusion data due to its non-Gaussian gate nonlinearity. At the 

same time, the loss function value comparison curve of these three network models with 

the number of iterations is shown in Fig 8.
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Figure 7. CNN, CVQNN and HCVQNN multi-classification accuracy comparison

Figure 8. CNN, CVQNN and HCVQNN multi-classification loss functions

It can be seen from Fig 8 that the HCVQNN network model has the fastest speed to 

make the loss function value reach a steady state close to 0, followed by the CVQNN 

network model and the FRQCNN network model, respectively.

Based on Fig 7 and Fig 8, it can be seen that in terms of the convergence speed of 

the model, the performance increases in order for the CNN network model, CVQNN 

network model and HCVQNN network model, which also reflects that the HCVQNN 

network model has a faster convergence speed than the other two models.

Table III shows the performance indicators of Accuracy, Precision, Recall and F1-

sorce for multi-classification of CNN network model, CVQNN network model and 

HCVQNN network model on UNSW-NB15 dataset.

TABLE III. CNN, CVQNN AND HCVQNN MULTI-CLASSIFICATION PERFORMANCE INDICATORS 

Model Accuracy% Precision% Recall%
F1-

Score%

CNN 81.34 78.99 81.34 79.18

CVQNN 83.75 84.67 83.75 82.59

HCVQNN 87.66 88.76 87.66 86.29

It can be seen from Table III that the classification accuracy Accuracy, precision 

precision, Recall and F1 values of the HCVQNN network model proposed in this paper 
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achieve high scores compared with the other two network models. It can be seen that the 

HQLSTM network model has achieved good performance in all multi-classification 

evaluation indicators.

Calculate the accuracy results of normal data types and attack data types, and finally 

obtain the classification accuracy of each category as shown in Fig 9.

Figure 9. Classification category precision 

It can be seen from Fig 9 that the unbalanced processing algorithm and HCVQNN 
network model proposed in this paper have improved the overall detection rate of 
intrusion data, and compared with the CNN and CVQNN network models, the detection 
rate of rare attacks has been significantly improved, and there is no situation where the 
detection rate of a certain type of attack is 0. It further shows that the algorithm and model 
adopted in this paper have significantly improved the performance of network intrusion 
detection.

5. Conslusion

In this paper, a method combining Borderline-SMOTE algorithm and GMM algorithm 

is proposed to process UNSW_NB15 unbalanced dataset, thereby reducing the data 

dimension and reducing the complexity of the network model. At the same time, in order 

to solve the nonlinear problem of quantum neural network, this paper proposes a 

quantum neural network model of HCVQNN, in which Gaussian gates are introduced to 

perform linear operations and non-Gaussian gates are introduced to perform nonlinear 

operations, so as to further improve the characteristics of the network to process complex 

data. Experimental results show that compared with CNN and CVQNN network models, 

the algorithm and model proposed in this paper have higher classification accuracy and 

faster convergence speed in the field of network intrusion. Moreover, through the 

classification accuracy of the three models for a few categories, it can be seen that the 

algorithm and model proposed in this paper have better classification performance.
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