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Abstract. Scene Text Recognition (STR) enables the Advanced Driver Assistance 
System (ADAS) to recognize text in natural context, such as object labels, 
instructions, and text-based traffic signs. STR helps self-driving cars make 
informed decisions such as which direction to take, how fast to go, and what to do 
next. Traffic signs are categorized into three categories: traffic lights based on 
symbols and texts, and additional traffic. Traffic signs recognition is a very 
important task in ADAS, although many researchers have had impressive success 
with symbol-based traffic signs, there are very few researchers working on the 
other types of signs due to the difficulties they encounter, chief among which is the 
lack of publicly available datasets. In addition to the many factors that make text-
traffic signs difficult to recognize, including complex backgrounds, noise, 
lightning conditions, different fonts, and geometric distortions in the signs. In this 
paper, we will survey some modern and effective methods of scene text 
recognition and discuss some of the problems they face, taking a closer look at the 
problem of text recognition of traffic signs in the first place. 
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1. Introduction 

With recent advances in self-driving cars, and an advanced driver assistance system, 

Vehicle-mounted systems are expected to have a thorough understanding of their 

surroundings and to provide reliable information to drivers via road context indicators 

or autonomous navigation. Traffic panels/signs play a crucial role in this system. 

Drivers monitor traffic signs and act on the information provided by the signs. Drivers, 

intentionally or unintentionally, ignore traffic signs in various circumstances such as 

when the vehicle is at high speed or the driver is distracted by something, which can 

cause horrific accidents. Traffic panels/signs can be divided into 2 or 3 categories (Fig. 

1): symbol-based traffic signs such as warning or mandatory signs, text-based traffic 

signs that contain many textual information and Supplementary traffic signs. Although 

there is a lot of research on symbol-based traffic sign recognition [1, 2, 3, 43], there is 

little research that focuses specifically on text recognition on traffic signs [4, 5, 7]. This 

could be due in part to the task's difficulty as a result of issues such as complex 

backgrounds, noise, lightning, different fonts, and geometrical distortions in the image, 
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but in my view, the most difficult aspect of this problem is the lack of a publicly 

available dataset such as The German Traffic Signs Detection Benchmark (GTSDB) 

[8] and The German Traffic Signs Recognition Benchmark (GTSRB) [9] in symbol-

based traffic signs recognition problem. 

Text reading in natural scenes, referred to as scene text recognition (STR), is often 

used for various purposes: translation, various card recognition to input personal 

information, text traffic sign recognition [Real Datasets], etc. Unlike Optical Character 

Recognition (OCR), which focuses on reading structured text: text in a typed document 

with a consistent background, row, font, and density. STR deals with the unstructured 

texts: text at random places in a landscape, sparse text, no proper row structure, 

complex background, random places in the image, no standard font. In this research, 

we focus on the problem of recognizing textual traffic signs, which suffers from all 

these problems such as curved texts, closed texts, etc., and which suffers from other 

critical problem, which is the lack of a suitable dataset. 

To address the first part of the challenges, previous works [10, 11, 12] developed 

multiple models of STR, using deep neural networks, for example to process the 

variable number of characters in each input text, the recurrent neural network (RNN) 

was proposed to solve this problem by [10, 13], while [3] use Vision Transformer and 

attention mechanism to overcome the same problem. Whereas, for curvilinear text 

processing, spatial transformer network [14] (STN) has been proposed to normalize 

them.  

For the second part of the challenges related to the dataset, this problem does not 

exist in the STR in general, because there are a lot of public suitable dataset, the 

synthetic datasets like MJSynth (MJ) [15], SynthText (ST)[16], and the real datasets 

like Street View Text (SVT) [17], ICDAR2003 (IC03) [39], SVT Perspective (SVTP) 

[42]. 

 
Figure 1. Instances of the three types of traffic signs (a) symbol-based traffic signs, (b) Supplementary traffic 

signs, (c) text-based traffic signs. 

But for text-based traffic signs recognition, there is no suitable general dataset, to 

overcome this problem, many researchers generate and collect their data to train and 

evaluate their models [5, 7], But this task is very difficult, expensive and time 

consuming, especially for young researchers who want to work in this field. 

The main contribution of this paper is to give a helping hand to all the beginners in 

this field and to give a general idea of the problems they are facing because as far as we 

know, this is the first paper that addresses the problem of text traffic sign recognition in 

relation to the problem of scene text recognition in general.  
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The rest of our paper is organized as follows: In Section 2, Several publicly 

available scene text recognition datasets are presented with some text-based traffic sign 

datasets discussed. In Section 3, a step-by-step explanation of the STR model 

framework is given. In Section 4, some STR and textual traffic signs methods are 

discussed. Ultimately, conclusions and perspectives on future studies are suggested in 

Section 5. 

2. STR Datasets 

In the scene text recognition problem, the data set used in the training and evaluation 

phase plays an important role in the performance of any model. In this section, we 

study the different training and evaluation datasets used in state of art, and then discuss 

the differences between them and which is more suitable. 

2.1. Train Dataset 

Since there is no large data set of real data, the practice in training a STR model is to 

use synthetic data. There are two main sets of synthetic data: 

 MJSynth (MJ) [15] is a STR-specific synthetic dataset containing 8.9-million-

word box images. As shown in Fig. 2a, each word is generated from 90,000 

English words and over 1,400 different fonts. 

 SynthText (ST) [16] Is just another synthetically generated dataset that was 

created with the intention of detecting scene text. Although SynthText was 

designed for scene text detection tasks, it was also used for STR by cropping 

word boxes. SynthText data contains 5.5 million cropped training word boxes, 

as shown in Fig. 2b. 

In the STR training literature, each data set contributes 50% of the total training 

data set. Combining the two data sets at 100% resulted in performance degradation [2]. 

 

Figure 2. (a) MJSynth (MJ), (b) SynthText (ST). 

2.2. Test Dataset 

The test dataset consists of several small, real, and publicly available STR datasets for 

text in real images. 

These data sets are generally grouped into two groups: first, regular datasets 

containing text images of horizontally placed characters with spaces in between, this 

type is relatively easy to identify by STR models, among which are: 
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 Street View Text (SVT) [17]: Outdoor Street images from Google Street View 

are included. Some of these images contain noise, are blurry, or have low 

resolution. SVT is made up of 257 training images and 647 evaluation images. 

 ICDAR2003 (IC03) [39] was developed for the ICDAR 2003 Robust Reading 

competition for reading camera-captured scene texts. It includes 1,156 

training images and 1,110 evaluation images. 

 IIIT5K-Words (IIIT) [40] is a dataset compiled from Google image searches, 

with 2,000 images for training and 3,000 images for evaluation. 

Second, irregular datasets contain text with difficult appearances such as curved, 

vertical, perspective, low resolution, or distorted, among which we mention: 

 IC15 [41] contains images of text for the ICDAR2015 Robust Reading 

Competition. Many images are blurry, noisy, rotated, and sometimes low-

resolution; the literature uses two versions: 1) 1,811 images and 2) 2,077 

images. 

 SVTP [42] contains 645 test images from Google Street View. 

 CT [44] has 288 images that focus on curved text images captured from shirts 

and product logos. 

 
Figure 3. (a) regular text, (b) irregular text. 

2.3. Dataset for Text Signs Recognition 

It can be seen by looking at papers published in text traffic signs problem over the past 

decade that in addition to their very small numbers compared to other fields, there is a 

long period of time between paper and paper. 

As mentioned in the introduction to the paper, there is a shortage of text traffic 

signs dataset, unlike the symbol traffic signs, there are many benchmark datasets such 

as The German Traffic Signs Detection Benchmark (GTSDB) [8] and The German 

Traffic Signs Recognition Benchmark (GTSRB) [9], which explains the weak scientific 

research in this area. Among the first works on the recognition of textual traffic signs, 

there are [4], presented by Jack Greenhalgh, in this work the dataset used was obtained 

from Jaguar Land Rover Research captured by camera. there is also the work of X. 

Rong et al. [5], They've gathered a novel, difficult dataset of traffic and road guide 

panels. This dataset contains a wide range of highway guide panels, totaling 3841 high-

resolution individual images, 2315 of which have traffic guide panel level annotations 

(1911 for training and 404 for testing, with all testing images manually labeled with 

ground truth tight text region bounding boxes), and 1526 of which have no traffic signs. 

All of the photos were taken from the AAroads website [6] and captured through the 

eye of a dash camera mounted on a car and include a variety of traffic advisory panels 
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such as direction, toll plaza, destination distance, and exit indicator. [5]. The most 

recent work in this field is the work of Sana Khairinejad et al. [7] in 2022, in this work 

new data collecting and labeling (Persian text-based traffic panels in Iran), this dataset 

contains 4000 images with 12 Gigabyte sizes. Since different persons and cameras have 

taken the images, they are in both vertical and horizontal shapes, and their sizes are 

different. (Fig. 4) 
 

 

Figure 4. Examples of the main dataset collected by Sana Khairinejad et al. [7] 

3. STR Model Framework 

Text reading in natural scenes is generally divided into two tasks (Fig. 5): the detection 

of text regions in scene images, referred to as scene text detection (STD), and text 

recognition of regions, referred to as scene text recognition (STR) [1]. Once you have 

detected the bounding boxes that contain the text, the next step is to recognize the text. 
 

 

 

Figure 5. Text reading in natural scenes pipeline. 

In this work, our focus is on a text recognition (STR) task, in which a STR 

identifies each text character in an image in the correct sequence. Unlike object 

recognition, in which there is generally only one class of object, a text image may 

contain zero or more characters. Thus, STR models are more complex. [3] 

The objective of this section is to introduce the four-stage text recognition (STR) 

framework that was presented by Baek et al. [2] and describe the module options in 

each stage that have been used by previous works like [2, 3, 10, 11, 12]. 

According to [2], STR is implemented in four stages: 1) Transformation or 

Rectification, 2) Feature Extraction (Backbone), 3) Sequence Modelling, 4) Prediction 

(Fig. 6). 
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Figure 6. Visualization of an example flow of scene text recognition [2]. The model decomposes into four 

stages. 

1) Transformation (Trans): 

As mentioned above, whether we are talking about text recognition in general or 

about textual traffic signs, Text images in natural scenes come in diverse shapes, 

curved, tilted, and distorted texts.  If these input images are fed unchanged, the next 

feature extraction stage will have difficulty extracting patterns and this affects accuracy 

or needs to know a consistent representation with respect to this geometry which needs 

more data sets and increases time consumption. To reduce this burden, the 

transformation stage removes distortion from images and normalizes perspective or 

curved text to horizontal or normal text. [2] This makes it easier for Feature Extraction 

(Backbone) module to determine invariant features. This is generally done by the 

Spatial Transformer Network (STN) [14]. Spatial Transformer modules, introduced by 

Jaderberg et al. [14], are a popular method for increasing a model's spatial invariance 

against spatial transformations such as translation, scaling, rotation, cropping, and non-

rigid deformations. They can be added to existing convolutional architectures in two 

ways: immediately after the input or in deeper layers. Figure 7 presents the spatial 

transformer mechanism in three parts. 

Thin-Plate-Spline transform (TPS) [18], a type of spatial transformations network 

(STN) [14], and most famously, has been applied in many papers, such as RARE 

(Robust-text recognizer with Automatic Rectification) [19], STAR-Net (SpaTial 

Attention Residue Network) [20], and TRBA (TPS-ResNet-BiLSTM-Attention) [2], A 

spatial attention residue network for scene text recognition [21]. Some papers use some 

other type of transformation, while in some cases no transformation is used as in 

CRNN (Convolutional Recurrent Neural Network) [22], and Rosetta [23]. 

 

Figure 7. Spatial transformer module transforms inputs to a canonical pose by 3 steps: Localization net, Grid 

generator and sampler. 
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2) Feature extraction (Feat): 

The role of Feature Extraction (Backbone) stage is extract visual feature 

representation of each character symbol from the input image. This is generally 

performed by a module composed of convolutional neural networks (CNNs) [1], which 

are the same feature extractors used in object recognition tasks [3]. 

The 4 most popular architectures used are VGG [24], RCNN [25], ResNet [26], 

and SqueezeNet [27], for example Rosetta, STAR-Net and TRBA use ResNet. RARE 

and CRNN extract features using VGG. It is now common to use transformer decoder-

based models to replace CNN to extract features in new papers such as [3]. 

3) Sequence modeling (Seq): 

Since STR is dependent on sequence prediction, we are talking about a long-term 

dependency. This is where the need for the sequence modeling stage arises  .The 

sequence modeling stage's role is to establish a consistent context between recent and 

historical character features [3]. Therefore, some previous work such as CRNN, 

GRCNN, RARE, STAR-Net and TRBA use BiLSTM after feature extraction phase. 

But this stage takes a lot of computing time and memory. To reduce computational 

complexity and memory consumption, some papers such as Rosetta [23] remove this 

stage completely and pass directly to the Prediction stage. 

4) Prediction (Pred): 

The role of the prediction stage is to predict character sequences from contextual 

features coming from the feature extraction stage or sequence modeling stage. By 

summarizing the previous work, we generally have three prediction options: (1) 

Connectionist temporal classification (CTC) [28], (2) attention-based sequence 

prediction (Attn) [11, 29], and (3) transformers [3]. 

4. STR Methods 

There are several techniques for scene text recognition. We will be discussing some of 

the best techniques in this section. 

4.1. CRNN 

Convolutional Recurrent Neural Network (CRNN) is a combination of CNN, RNN, 

and CTC (Connectionist Temporal Classification) for scene text recognition. The 

network architecture has been published in 2015 by Baoguang Sh et al [22]. This neural 

network architecture consists of 3 parts (Fig. 8): 1) Convolution layers which extract 

features sequence from the input image, 2) a deep bidirectional recurrent neural 

network predicts label sequence with some relation between the characters, 3) 

transcription layer converts the output that comes from RNN into a label sequence.  
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Figure 8. The CRNN network architecture [22]. 

4.2. TRBA 

From its name, the architecture of this method consists of 4 parts: the first is a thin-

plate spline (TPS ) in the transformation stage, the second is ResNet as feature 

extractors, the third is Bi-Directional LSTM (BiLSTM) in the Sequence modeling 

stage, and finally, the attention-based sequence prediction model ( Attn) in the 

prediction stage, this network architecture was published in 2019 by Jeonghun Baek et 

al [2] and since that time a lot of research papers based on it have been published like 

[1, 3]. 

In this section, we tried to analyze some previous methods, in Table 1, we 

summarize a comparison of the previous methods for STR problems:   

Table 1. Comparison of different methods for scene text recognition 

Model Train data IIIT 

3000 

SVT 

647 

IC03 

860--867 

IC13 

857--1015 

IC15 

1811--2077 

SP 

645 

CT 

288 

Year 

CRNN [22] MJ+ST 81.8 80.1 91.7--91.5 89.4--88.4 65.3--60.4 65.9 61.5 2015 

R2AM [25] MJ+ST 83.1 80.9 91.6--91.2 90.1--88.1 68.5--63.3 70.4 64.6 2016 

RARE [19] MJ+ST 86.0 85.4 93.5--93.4 92.3--91.0 73.9--68.3 75.4 71.0 2016 

STAR-Net [20] MJ+ST 85.2 84.7 93.4--93.0 91.2--90.5 74.5--68.7 74.7 69.2 2016 

GCRNN [30] MJ+ST 82.9 81.1 92.7--92.3 90.0--88.4 68.1--62.9 68.5 65.5 2017 

Rosetta [23] MJ+ST 82.5 82.8 92.6--91.8 90.3--88.7 68.1--62.9 70.3 65.5 2018 

TRBA [2] MJ+ST 87.8 87.6 94.5--94.2 93.4--92.1 77.4--71.7 78.1 75.2 2019 

ViTSTR [3] MJ+ST 88.4 87.7 94.7--94.3 93.2--92.4 78.5--72.6 81.8 81.3 2021 

But for the problem of textual traffic signs, we cannot compare the existing 

methods because the comparison would not be fair without a publicly available 
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reference dataset. But in general, the STR framework is the same for the recognition of 

text signals, we first need to use standard trap detection techniques (YOLO, SSD,..) to 

detect the text in the image and create a bounding box around the part of the image that 

contains text, once we detect the bounding boxes that contain text, then the next step is 

to recognize the text by following the four stages of the STR framework. 

5. Conclusion and Discussion  

The STR problem is the root of all sub-problems related to text recognition such as text 

traffic lights, which we want to focus on more, but a deeper understanding of the 

source, makes us better understand our problem. In the STR problem There is general 

knowledge that training STR models on real data is almost impossible because real data 

is insufficient. But in 2021, Jeonghun Baek et al [1] refutes this hypothesis by only 

showing sufficient Performance using real data with fewer labels. In this research, due 

to the small size of the real data set compared to the synthetic data (about 1.7% of the 

synthetic data), they used some data augmentation techniques, along with the use of 

semi and self-supervised methods (Pseudo-Label (PL) [35], Mean Teacher (MT) [36], 

RotNet [37], Momentum Contrast (MoCo) [38]) in their model to overcome this 

problem. 

Coming back to our problems, the data is also the biggest obstacle here, according 

to a benchmark study [2], it is difficult to obtain sufficient real data due to the high cost 

of labeling. Thus, we need to apply new methods in this problem to overcome this 

problem as they did in [1], such as unsupervised and semi-supervised learning. 

Through this survey of comparative studies of different ways to identify the text of 

the scene. The STR problem obviously has great utility and efficacy, but text-based 

traffic recognition is still far from what ADAS is expected to do, in this paper, we have 

tried to build a base for us and lay the foundation for all researchers who want to work 

and research this problem. 
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