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Abstract. The autonomous navigation of a mobile robot in an unknown 
environment depends on the robot's ability to perceive and adapt to that environment. 
The dynamic window approach (DWA) is a local planning algorithm for obstacle 
avoidance that considers the motion dynamics of the robot while steering to avoid 
collisions. The DWA generates a window with all the velocities that are reachable 
in a time interval and then evaluates all the velocities with an objective function to 
select the best velocity. In this paper, a novel hybrid algorithm is proposed based on 
DWA, fuzzy inference system (FIS) and Kalman filter. The proposed work 
discusses the implementation of DWA algorithm along with FIS to tune the weights 
of the DWA objective function. Also, the algorithm is extended to incorporate a 
Kalman filter for state estimation of dynamic obstacles in the environment. 
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1. Introduction 

Autonomous mobile robots in environments such as large warehouses increase the 

efficiency of the entire picking and stocking process. By completely automating the 

process, the productivity of the warehouse workers is also improved. The robots first 

calculate the global path based starting and target points and then incorporates a collision 

avoidance strategy to avoid any unknown obstacles such as warehouse workers or other 

robots.  

The autonomous robots have various characteristics such as perception, localization, 

path planning, and motion planning [1]. Perception is the ability of a robot to recognize 

and understand its surroundings. Simultaneous localization and mapping techniques 

builds and updates the map of the surroundings when the robot is in motion and also 

keeps track of the robot’s location in a global co-ordinate system [2]. Path planning 

algorithms generates a path between the source and target once a map is established [3]. 

Global path planning (GPP) algorithms have pre-existing information about the 

environment, obstacle locations, and target position. [4]. Local path planning (LPP) 

algorithms will navigate through the environment by actively avoiding obstacles until it 

reaches the goal position [5]. Bug algorithms consider the robot to be a point in space 
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mounted with a sensor which detects the boundary of the obstacle [6]. AI-based 

algorithms have a great ability to handle the uncertainty present in the environment but 

require large training data [7][8]. 

The DWA is an obstacle avoidance algorithm that considers robot dynamics and 

constraints such as limited velocities and accelerations [9]. The DWA was improved as 

a global DWA to avoid trap conditions with an additional function that calculates the 

distance from the goal from the robot [10]. Another DWA model with linear regression 

was proposed that estimates the energy consumed to reach the target [11]. The parameter 

tuning in the objective function of DWA was achieved using reinforcement learning (RL) 

[12].  

The proposed work aims to address the limitations of constant parameter assignment 

to the DWA objective function. The parameter tuning is obtained by a simple fuzzy 

inference system [13] [14]. The FIS in the proposed system takes two inputs, shortest 

distance to the nearest obstacle and the target azimuth, and generates the parameters to 

be used in objective function [15]. The proposed work also aims to incorporate the 

Kalman filter to predict the moving obstacles in the environment [16].  

2. Proposed System 

The proposed system given in Figure 1 comprises three modules to carry out different 

functionalities. First, the dynamic window containing the set of admissible velocities is 

obtained. Then the weights of the scoring functions of DWA are tuned using a fuzzy 

inference system. A Kalman filter is used to sense the moving obstacles in the unknown 

environment and eliminate the trajectories that will result in a collision.  

 
 

Figure 1. Proposed Model 

2.1. Dynamic Window Approach 

The DWA is a motion planning algorithm designed for high-speed vehicles. This 

algorithm relies on the speed control of the robot to avoid any obstacles, unlike position 

control used by other collision avoidance algorithms. DWA considers dynamic 
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constraints such as linear and angular acceleration limitations of the robot while 

generating a command to steer the robot.  

The motion equations of the robot (ground vehicle) that can move in x and y 

directions are given by equations (1) and (2): 
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Where (x(tn), y(tn)) is the robot's location co-ordinate at time tn. 
(t) is the robot's 

orientation angle relative to the target. v is the robot's velocity. A dynamic window with 

set of velocities is obtained with these equations. For each velocity pair in the dynamic 

window, a circular trajectory is projected and the objective function cost is calculated 

using (3). 

E (v, ω) = α*heading (v, ω) + β*distance (v, ω) + γ*velocity (v, ω) (3) 

Where heading, distance and velocity are scoring functions. α, β, γ are the weights 

of the scoring functions. The trajectory that results in highest cost of the objective 

function is selected for navigation. 

 

2.2. Fuzzy Inference System 

A Mamdani FIS with triangular membership function for input and output is 

implemented to tune the weights of the scoring functions in DWA objective function in 

real-time. The system takes two inputs, distance to obstacle and orientation angle and 

generates three outputs for α, β and γ. The rule set for parameters is given in Table 1, 

Table 2 and Table 3. 

Table 1. Rule set for α 

 

Orientation angle 

Distance to obstacle 

Poor Average Good 

Poor LOW LOW LOW 
Average LOW MID MID 

Good MID MID HI 

Table 2. Rule set for β 

 

Orientation angle 

Distance to obstacle 

Poor Average Good 

Poor HI MID LOW 
Average HI MID LOW 

Good HI MID LOW 

Table 3. Rule set for γ 

 

Orientation angle 

Distance to obstacle 

Poor Average Good 

Poor LOW HI HI 
Average LOW MID HI 

Good LOW LOW HI 
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2.3. Kalman Filter for dynamic obstacles 

Kalman filter or particle filter uses a sequence of measurements that are taken over a 

period of time and produces an output estimate of unknown variables. This filter 

considers environmental noise and other uncertainties also while estimating the output.  

In the proposed work, the Kalman filter is implemented to predict the state which 

contains the position and velocity estimates of the dynamic objects in the environment. 

The estimated position of the dynamic objects is then used to eliminate the trajectories 

from the dynamic window set that will result in a collision. 

3. Results and Discussion 

The system is implemented in python with a 2-dimensional map size of 10mx10m. The 

minimum and maximum linear velocities are taken as 0m/s and 2m/s respectively. The 

minimum rotational velocity is taken as -0.7rad/s and the maximum rotational velocity 

is taken as 0.7rad/s. The maximum linear and rotational accelerations are taken as 

0.2m/s2 and 0.5rad/s2. The robot is assumed to be circular with a radius of 1m. The 

configuration is given in Table 4. 

Table 4. Configuration of implemented model 

Maximum Linear Velocity 2m/s 

Minimum Linear Velocity 0m/s

Maximum rotational Velocity 0.7rad/s

Minimum rotational Velocity -0.7rad/s2

Time Step 3sec

Maximum Acceleration 0.2m/s2

Maximum angular acceleration 0.5rad/s2

3.1. Dynamic window approach 

The DWA algorithm was implemented with parameter values as 0.8, 0.1 and 0.1 for α, 

β and γ respectively. The environment is assumed to be containing only static obstacles. 

The location of the obstacles is unknown. The path taken by robot is given in the Figure 

2(a). As the parameters are constant in the classic DWA, the influence of speed, obstacles 

and the target are also constant throughout the navigation.  

3.2. Fuzzy Inference System 

The fuzzy inference system in the proposed model takes two inputs shortest distance to 

obstacle and heading angle. The parameters heavily depend on values of these two. The 

response time of proposed fuzzy system is given by few milliseconds. The path taken by 

proposed system with FIS-DWA is shortened due to selection of an efficient trajectory 

at each step. The result of FISDWA is demonstrated in the Figure 2(b). 

3.3. Kalman Filter 

To the classic DWA, Kalman filter is implemented to predict the state of the objects in 

the environment. The demonstration of estimated position of obstacles and the robot is 
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given in Figure 2(c). The Figure 3 demonstrates the estimated values of position and 

velocities for moving obstacles in the environment as well as the position estimate for 

the robot. Once the estimated position of the obstacles is obtained from Kalman filter, 

they are compared against the list of predicted trajectories of the robot obtained by DWA.  

 

 

(a) Implementation of 

classic DWA 

(b) Implementation FIS 

with DWA

(c) Implementation of 

Kalman Filter. 

 

Figure 2. Implementation of DWA. 
 

 
(a) Estimation of obstacle 1 

 
(b) Estimation of obstacle 2 

 
(c) Estimation of robot 

 

Figure 3. State Estimation with Kalman Filter 

 

The classic DWA without tuning of the parameters takes longer time to reach the 

destination. The proposed system tunes the influence of different scoring functions on 

the robot. Thus, the robot adapts more to the surroundings by increasing or decreasing 

its speed as well as the orientation. The proposed system responds faster and resulting in 

less travel time as given in Table 5. The Kalman Filter reduces the number of trajectories 

that need to be evaluated by objective function as given in Table 6. 

Table 5. Time taken to complete the path 

                D(m)          T(sec)        V(m/s) 

DWA 20.13 20.56 0.98 

Proposed FIS-DWA 14.97 15.53 0.95 

Table 6. Number of trajsectories calculated 

 Case 1 Case 2 

DWA 31 31 

DWA with Kalman 29 26 
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4. Conclusion 

The DWA considers the dynamic constraints of the robot to steer its direction, which is 

essential in high-speed applications. The proposed model with FIS tunes the parameters 

of DWA objective function in real time. The time taken to complete the path is reduced 

as the robot picks a more efficient trajectory quickly. Kalman filter is implemented to 

predict and eliminate the trajectories of these moving objects in the present in the 

environment. The algorithm can be further improved for low power and low memory 

applications by aiming at reducing hardware and software overhead. 
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