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Abstract. A general least mean square interference technique is provided for
effective adaptive filtering. The gradient adaptive learning rate methodology can
now handle non-stationary data with the Interference normalised least mean square
technique. Because of issues like duplicate talk and echo route variance, echo
cancellation is made more difficult because the learning rate must be adjusted.
Frequency domain echo cancelers learn at different rates, which can be altered in a
novel fashion. Normalized least mean square method normalised learning rate under
noise is used to calculate an optimal learning rate. This double-talk detection
technique exceeds the competition while also being incredibly simple to implement.
A number of least mean square (LMS)-type algorithms have been investigated in
place of their recursive equivalents of IVM or TLS/DLS, which involve large
calculations. As a result of these findings, we provide a consistent LMS type
technique for the data least squares estimate problem. This unique approach
normalizes step size and estimates the variance of the noise in a heuristic manner
using the geometry of the mean squared error function, resulting in rapid
convergence and robustness against environmental noise.
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1. Introduction

The least mean square adaptive filtering techniques are the most essential factor in
the learning rate. In interference, it is in charge of the exchange of convergence speed
and divergence [1-4]. The filter weights are updated such that they are near to the
optimum filter weight, and the least mean square is determined. In this case, the incline
succession algorithm is applied [5-6]. The process starts with minimal weights and
updates them at each step by calculating the mean square error gradient [7-11].

The least mean square method with interference normalization adds interference
signals to the normalization process. This method is used to improve the robustness of
non-stationary signals. The filter input is normalized using the normalized least mean
square algorithm [4, 14, 15]. Because the Gradient—adaptive learning rate technique fails
for severely non-stationary interference signals, we created the Interference normalized
least mean-square approach. They have a sluggish and data-dependent convergence
pattern. Step size or learning rate refers to the rate at which weights are altered during
training [2, 12, 13]. A flexible linear filter where the parameters determine the transfer
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function makes up an adaptive filter and a method for regulating those parameters
through optimization. The method's convergence controls how quickly and effectively it
reduces estimating error [3, 16]. To speed up the convergence of time-varying step size
sequences, stochastic gradient adaptive filters are used.

It takes into account a variety of approaches, including the amount of the estimation
error and estimation error cross-correlation measurement. The interference normalized
least mean square approach is used for highly non-stationary interference signals [17, 18,
19]. When the signals are non-stationary, the interference normalized least mean square
technique is utilized. For teaching linear adaptive filters, LMS is a popular method. This
algorithm takes a long time to get to the best possible least-squares solution. This saves
us from having to pick between rapid convergence and maladjustment that is common
with fixed step sizes [4, 5, 6, 20]. LMS. Echo cancellation algorithms try to detect
situations where two people are talking at the same time. The consistency of the signals
at the far and near ends is used in the double talk recognition method [7, 8, 21, 22].

2. Related Works for Speaker Recognition

In 1993, a gradient descent strategy was used to reduce the adaptive filter's squared
estimation error by increasing the adaptive filter's step size. The early the rate of
convergence of adaptive filter is extremely fast. In non-stationary conditions, algorithms
attempt to optimize performance by adjusting step sizes [14, 18]. With the new VSLMS
algorithm class that was introduced in 2001, the complexity was decreased without
affecting the algorithms' performance. In addition, the usage sizes, and multiplicative
size parameters with numerous steps updating equations was recommended. Extensive
computer simulations proved the proposed strategy to be right. To put it another way, the
suggested method is a condensed version of its predecessors [2, 15]. It was established
in 2002 that PNLMS, or balanced regularized least mean square, should be used in
network reverberation cancellers. This approach converges more quickly than the
balanced regularized least mean square method. To the extent that it fails to take impulse
responses into account, the law used in Proportional regularized least mean square the
procedure only allows for one possible outcome. Consequently, Proportionate
normalized least mean square rule is far from perfect [7, 19]. It was decided to include
an extra gradient adaptable component to the least squares normalization learning rate in
2004 as an addition to the regularized least mean rectangular method. Stationary, non-
stationary, and non-linear signal simulations. This stabilizes NLMS and qualifies GNGD
for signal filtering in non-linear and non-stationary environments [6, 20].

This method was created in 2005 and is founded upon the function's mean squared
error geometry. For fast combination, it also calculates the noise variance and robustness
to stochastic noise. This method uses least squares problems in data using a stochastic
gradient method. The efficacy of the strategies is determined by simulation. The outcome
is a adapted LMS algorithm with two types of normalized least mean-square filtering
terms based on an OLS solution and a noise recompence period generating a DLS kind
answer [8]. In 2005, a complex-valued non-linear gradient descent algorithm with
changeable step size was created by updating the adaptive step size using gradient
descent. The ability of these algorithms to monitor signals with complex and unknown
dynamics is demonstrated, and real-world challenging signals are used to back up the
research [4, 21]. A study of stability and computational challenges has been conducted.
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According to the results of the convergence investigation the planned algorithms
converge faster than the usual CNGD algorithm [7, 8].

In 2007, the INLMS procedure for vigorous adaptive filtering was released. The
INLMS method can handle non-stationary interference signals that are extremely non-
stationary. The inclusion of a control parameter provides this robustness. This algorithm
has a high rate of meeting and little steady-state maladjustment. The adaptive filter's
good qualities are obtained, as well as the analytical results' verification [1, 22]. A
frequency domain echo canceller's learning rate was sped up using a novel technique
developed in 2007. It's not difficult to put into action once you know how. The method's
core is figuring out how fast a normalized least mean squares algorithm can learn in the
face of random noise. The leakage coefficient needs to be recalculated using more
reliable methods. This technique employs the normalized least mean square [5] optimal
learning rate as the basis for its performance.

In 2015, The proportionality type normalized least mean square algorithms are being
developed with no input whitening assumption for a new convergence analysis. The
formula for steady-state error mean squared is established. In this way, the mean square
deviation of each tap weight can be related to the PTNLMS algorithm's equivalent gain
factor. It employs a normalized least mean square transform domain model with
proportionality [10]. In 2017, bias compensated algorithms in the elimination phase of
the bias induced by noisy inputs require the predicted input noise variance. The expected
algorithm system identification is validated by the stability study. It is looked at whether
the standard deviation and standard error of the mean for the BC-NLMS are consistent.
The suggested method performs exceptionally well in terms of stability, steady-state
error, and convergence speed [9].

3. Methodology: Gradient adaptive knowledge percentage

This technique is grounded on the idea that if the version rate is too low, the gradients
will tend to stay the similar. If the gradient is too large, it will fluctuate. It is necessary
to accelerate or reduce the rate of learning. There are several methods illustrated, each
with a control parameter that determines the learning rate.
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3.1. Analysis of Non-stationary signals

The residual to error ratio equals the residual to error ratio if x (n) and v (n) have
zero mean and are un-correlated, and v (n) is the theoretical ideal learning rate.
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3.2. Optimally NLMS learnings rate in the existence of Noises

The error signal is always accompanied by details about the particular filter weights
w k (n). Since there is an increasing quantity of noise in microphone signal, the amount
of new information w_k (n) decreases (n). The stochastic gradient becomes less
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trustworthy as noise increases or filter maladjustment decreases LMS for adaptive
filtering shown in figure 1.
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Figure 1. LMS for adaptive filtering
3.3. Least square filtering

Consider the inverse system estimation issue, in which one tries to estimate the input
to a system using the output of the system that has been measured. The interest system's
output u (n) at time n is determined by shown in figure 2 Channel delay and distortion in
FIR filtering.
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The signal is contaminated at time n by measurement noise, channel additive noise,
and measurement error noise v (n).
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Figure 2. Channel delay and distortion in FIR filtering

In the broad sense, v(n) is assumed to be stationary. The adaptive transversal filter
or equalization input receives the estimated channel output u(n). Estimation of the The
output of the adaptive filter, or the input to the delayed channel.

d(m) = iy " wn — k), (n— k) (6
d(m) = w' (Wu,(n) M

The filter output error is defined by
e (n)=d(n)-w" (n)u, (n) ®)
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4. Results

All three algorithms successfully converge at different rates, as demonstrated in the
graph. When the inputs are non-stationary, the direct technique fails to converge, whereas
the GNGD and INLMS techniques perform admirably. Acoustic echo cancellation
testing is used to check the proposed system works effectively by include People were
shouting loudly over one another, there was a lot of white noise, and the echo path had
changed. From recordings made in a modest office with the microphone and loudspeaker
set on a desk, two impulse responses were produced., using a total of 1024 sampled data
points. Because the Gansler method implementation uses an offline delay estimation and
sets the coherence criterion at 0.3, it has been established that this value is the most
appropriate for the current circumstance.
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Figure 3. Shows convolved far end signal

5. Conclusion

As an improved interference-normalized least mean square algorithm based on
interference-normalized least mean square using the gradient-adaptive learning rate class
of algorithms. This technique, in contrast to prior gradient adaptive algorithms, has been
shown to be robust to non-stationary input and interference signals, as proved by the
experiments. Thus, even when a control parameter cannot respond quickly, the
instantaneous learning rate is still able to respond rapidly. As well as the amount of noise
and dual-talk present, we exhibited a novel way for changing f-domain adaptive filter's
learning rate. A coherence-based double-talk detector currently on the market
outperforms the proposed technique, but the latter requires the use of a hard-detection
threshold and the explicit measurement of an echo delay. The leakage coefficient will
need to be determined using more precise methods in the future. To deal with a noisy
data matrix, we created a consistent least mean square filtering strategy using a
normalized value of (or series of inputs). To deal with the problem of least square data,
the stochastic gradient approach was developed. The stochastic gradient approach takes
into account disturbance (or estimation) error only in the data matrix and not in the
observation vector. To begin evaluating the efficacy of the solutions offered,
mathematical models have been provided.



PN.S. Tejasri et al. / Interference-Normalized Least Mean Square Algorithm 89

References

10.

11.

12.

13.

14.

15.

18.

19.

20.

21.

22.

Valin JM, Collings IB. Interference-normalized least mean square algorithm. IEEE Signal
Processing Letters. 2007 Nov 19;14(12):988-91.

Ang WP, Farhang-Boroujeny B. A new class of gradient adaptive step-size LMS algorithms. IEEE
transactions on signal processing. 2001 Apr;49(4):805-10.

Mathews VI, Xie Z. A stochastic gradient adaptive filter with gradient adaptive step size. IEEE
transactions on Signal Processing. 1993 Jun;41(6):2075-87.

Goh SL, Mandic DP. A class of gradient-adaptive step size algorithms for complex-valued
nonlinear neural adaptive filters. InProceedings (ICASSP'05). IEEE International Conference on
Acoustics, Speech, and Signal Processing, 2005. 2005 Mar 23 (Vol. 5, pp. v-253). IEEE.

Singh, M. K., Singh, A. K., & Singh, N. (2019). Multimedia analysis for disguised voice and
classification efficiency. Multimedia Tools and Applications, 78(20), 29395-29411.

Singh MK, Singh N, Singh AK. Speaker's voice characteristics and similarity measurement using
Euclidean distances. In2019 International Conference on Signal Processing and Communication
(ICSC) 2019 Mar 7 (pp. 317-322). IEEE.

Kanchana V, Nath S, Singh MK. A study of internet of things oriented smart medical systems.
Materials Today: Proceedings. 2022 Jan 1; 51:961-4.

Singh MK, Singh AK, Singh N. Disguised voice with fast and slow speech and its acoustic analysis.
Int. J. Pure Appl. Math. 2018;11(14):241-6.

Mandic DP. A generalized normalized gradient descent algorithm. IEEE signal processing letters.
2004 Jan 30;11(2):115-8.

Siddiga, S.K., Apurva, K., Nandan, D. and Kumar, S., 2021. Documentation on smart home
monitoring using internet of things. In /CCCE 2020 (pp. 1115-1124). Springer, Singapore.

Kumar, S., Nandan, D., Singh, M.K. and Kumar, R., 2019. A multiple band-notched monopole
antenna with incorporated GSM and UWB for wireless applications. Inter. J. Adv. Sci.
Technol, 28(16), pp.362-378.

Singh MK, Singh AK, Singh N. Multimedia utilization of non-computerized disguised voice and
acoustic similarity measurement. Multimedia Tools and Applications. 2020 Dec;79(47):35537-52.
Sudeep SV, Venkata Kiran S, Nandan D, Kumar S. An Overview of Biometrics and Face Spoofing
Detection. ICCCE 2020. 2021:871-81.

Veerendra G, Swaroop R, Dattu DS, Jyothi CA, Singh MK. Detecting plant Diseases, quantifying
and classifying digital image processing techniques. Materials Today: Proceedings. 2022 Jan 1;
51:837-41.

Nandini A, Kumar RA, Singh MK. Circuits Based on the Memristor for Fundamental Operations.
In2021 6th International Conference on Signal Processing, Computing and Control (ISPCC) 2021
Oct 7 (pp. 251-255). IEEE.

Singh M, Nandan D, Kumar S. Statistical Analysis of Lower and Raised Pitch Voice Signal and Its
Efficiency Calculation. Traitement du Signal. 2019 Oct 1;36(5):455-61.

Padma U, Jagadish S, Singh MK. Recognition of plant’s leaf infection by image processing
approach. Materials Today: Proceedings. 2022 Jan 1; 51:914-7.

Karri KP, Anil Kumar R, Kumar S. Multi-point Data Transmission and Control-Data Separation in
Ultra-Dense Cellular Networks. InNICCCE 2020 2021 (pp. 853-859). Springer, Singapore.
Anushka RL, Jagadish S, Satyanarayana V, Singh MK. Lens less Cameras for Face Detection and
Verification. In2021 6th International Conference on Signal Processing, Computing and Control
(ISPCC) 2021 Oct 7 (pp. 242-246). IEEE.

Priya, B.J., Kunda, P. and Kumar, S., 2021. Design and Implementation of Smart Real-Time Billing,
GSM, and GPS-Based Theft Monitoring and Accident Notification Systems. In Proceedings of
International Conference on Recent Trends in Machine Learning, IoT, Smart Cities and
Applications (pp. 647-661). Springer, Singapore.

Balaji VN, Srinivas PB, Singh MK. Neuromorphic advancements architecture design and its
implementations technique. Materials Today: Proceedings. 2022 Jan 1; 51:850-3.

Satya PM, Jagadish S, Satyanarayana V, Singh MK. Stripe Noise Removal from Remote Sensing
Images. In2021 6th International Conference on Signal Processing, Computing and Control
(ISPCC) 2021 Oct 7 (pp. 233-236). IEEE.



