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Abstract. For the current problems of separation of flight control and gripping 

control of the gripping UAV and redundancy of UAV degrees of freedom and 

robotic arm degrees of freedom. In this paper, the characteristics of multi-rotor 

UAV with high mobility and multiple degrees of freedom are used to replace the 

traditional mechanical gripper structure. At the same time, binocular vision 

technology is used for target information acquisition, the target position is 

converted into UAV flight attitude control commands, and conduct mathematical 

modeling and analysis of a multi-rotor grasping UAV. 
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1. Introduction 

With its advantages of high maneuverability and low cost, MUAV has made 

outstanding achievements in aerial photography, intelligent logistics, fixed-point 

delivery and disaster relief support[1]. A large number of functional UAV have 

emerged, but these products only use UAVs as carriers, which cannot reflect the 

integration and intelligence of their products. With the rapid development of machine 

vision technology, UAVs' autonomous decision-making by virtue of visual information 

has been hotly studied by scholars. 

There is deep research on grasping UAV abroad. At present, many researchers 

carry grippers on UAV platforms, usually using joints with more than six degrees of 

freedom. [2] Due to the influence of load in the grasping process, the dynamic 

performance of UAV decreases[3]. The unmanned flying robot equipped with a 7-

degree-of-freedom industrial robot arm developed by the German Aerospace Center in 

2013 can grasp objects placed vertically on the ground. Through the dynamic 

decoupling of the aircraft and the robot arm, the divergent oscillation of the aircraft and 

the robot arm is reduced, and the grasping success rate is improved[4]. In 2014, Danko 

et al. proposed a grasping drone equipped with a 3-degree-of-freedom mechanical 

fixture[5], which greatly reduced the degree of freedom of the mechanical arm and 

increased the load capacity. Unfortunately, there is still some redundancy in the degree 
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of freedom; Zain Anwar Ali et al. proposed the UAV grasping system based on 8 

degrees of freedom in 2019[6], The UAV acts as six degrees of freedom, and the 

gripper has two degrees of freedom. The adaptive controller is used to optimize the 

uncertain interference of the aircraft, and the stability of the control system is proved 

by Lyapunov equation, which has made a breakthrough in grasping the UAV system. 

However, there is little research on grasping UAV in China, Song Dalei, Meng 

Xiangdong and others put forward the dynamic modeling method of 3-DOF rotor flight 

manipulator in 2015[7], which eliminated the error of the end effector by compensating 

the disturbance caused by the hovering of the UAV, and realized the principal 

feasibility of the model by simulation. However, computer vision technology was not 

incorporated into the UAV and lacked autonomy; In 2017, Du Yegui et al. proposed 

the grasping control system of flight manipulator based on visual servo[8], The MR-

UAV is equipped with a rotatable camera and a lightweight manipulator, and the UAV-

multi-degree-of-freedom manipulator composite model is established in three-

dimensional space. The image acquisition system is designed and the spatial capture 

task is completed by hand-eye system, but the collected images are not fused. 

2. UAV Stereo Vision 

On the premise of allowing camera lens distortion error, the traditional camera 

conforms to the pinhole imaging model. As shown in the figure 1, a certain point 

[ , , ]
T

P x y z  in three-dimensional space and its image Q [ , ]
T

p u v  on the image 

plane meet the following requirements: 

( ) /

( ) /

u x b z
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 (1) 

Where, b  is the focal length of the camera. 

 

 

Figure 1. Pinhole model.  Figure 2. Basic principles of binocular vision. 

 

 

Y. Zhang and G. Yue / Modeling of Autonomous Grasping Method for UAV Guided by Vision 129



Because of the loss of depth information in perspective imaging process, it is 

generally impossible to directly infer the actual three-dimensional coordinates of object 

points from image points. Binocular vision cameras just make up for this deficiency. 

Binocular vision system obtains multiple images from different angles by a single 

camera or digital images of observed objects by two cameras at the same time[9-11]. 

Its core is the modeling of geometric parallax principle, and its basic principle is shown 

in figure 2. 

Where 
L
f  and 

R
f are the focal lengths of left and right cameras, B  is the baseline 

distance, the position of a certain point ( , )P X Y  of the object in the images collected 

by left and right cameras is 
1 1

( , )
L
P u v , 

2 2
( , )

R
P u u , 

1 1 1
( , , )

L
C x y z  and 

2 2 2
( , , )

R
C x y z  

are the mapping points of image 
L
P  and 

R
P  in the projection plane. 

Assuming that the left and right image acquisition planes are in the same plane, 

that is, 
1 2
v v  in points 

1 1
( , )

L
P u v  and 

2 2
( , )

R
P u v , there is a triangular geometric 

relationship to obtain equation (2). 
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Equation (3) is obtained by comparing the position difference of point P  in two 

images. 

1 2

1

( )
b

d u u f
z

    (3) 

Through the above analysis, as long as the corresponding points of a certain point 

in space on the left and right image planes are determined, and the internal and external 

parameters of the camera are obtained by camera calibration, the spatial three-

dimensional coordinates of a certain point P  in space can be calculated, as shown in 

Equation (4). 

1 1

1 1 1
, ,

u v f
x b y b z b

d d d
    (4) 

For the convenience of research, assuming that the centroid coordinates of the 

captured target coincide with the origin of the world coordinate system, any point 

[    1]
T

X Y Z  in the captured target is mapped to the image plane [   1]
T

x y , as shown in 

equation (5). 
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Where  0 3 3 3 1
0P I

 
  and T are homogeneous transformation matrices between 

world coordinate system and camera coordinate system, 
x
f  and 

y
f  are focal length 

lengths in x  and y  directions, 
x
c  and 

y
c  are focal length pixels in x and y directions, 

and   is an arbitrary scale transformation factor. It is impossible for the aircraft to 

keep flying in the same horizontal plane in space all the time, and the motion attitude of 

the UAV will inevitably lead to the tilt of the camera and the slant of the image 

imaging plane, in other words, it will affect the position coordinates of the target in the 

image plane. The relationship between the target coordinates and the UAV attitude is 

shown in figure 3. 

 

Figure 3. Sketch of image plane transformation under attitude. 

Set the virtual image plane, which is always parallel to the object placement plane, 

and its area size is 1280 1080 , and carry out matrix transformation on a certain point 

P  in the space of the two image planes, as shown in Equation (6), 

cos sin '

sin cos '
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x t X
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 (6) 

Where   is the first Eulerian angle change of UAV in space, 
x
t  and 

y
t  are the 

translations of point P  in x  and y  directions. Through the above derivation, the 

position information of any point in the captured object in the centre virtual image 

plane (i.e. flight plane) with unit focal length is obtained, that is, the transformation 

from 
w

F  coordinate system to 
c

F  coordinate system. 
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3. UAV Flight Control 

The control methods of MR-UAV are all based on aircraft dynamics model, and Four-

Rotor unmanned aerial vehicle (FR-UAV) is a common type of MR-UAV[12-14]. 

Figure 4 shows the coordinate system and related parameters of a quad-rotor aircraft. 

w
F  is positioned as a global coordinate system, usually using NED (North (N)-East 

(E)-Down (D)) coordinate system, and the coordinate system fixed with the aircraft is 

b
F . Assuming that the geometric centres and centroids of 

b
F  and FR-UAV coincide, 

the 
b

X  direction of 
b

F  is defined as the front of FR-UAV, and the 
b
Y  direction is the 

right side of FR-UAV, while 
b

Z  can be obtained by right-hand coordinate system rule. 

 

Figure 4. FR-UAV relevant coordinate system and parameters. 

Assuming that the spatial position relationship of aircraft in 
w

F  coordinate system 

is not considered. Assuming that 
w

F  and 
b

F  coincide, 
b

F  first rotates around 
w

Z axis 

in 
w

F  coordinate system to obtain yaw angle (yaw), then defines it as coordinate 

system 
c
Y , then rotates around 

c
Y  axis to form pitch angle (pitch) to obtain new 

coordinate system 
d

F , and finally 
d

F  rotates around 
d

X  axis to form roll angle (roll). 

After the transformation of the above three coordinate systems, the final aircraft 

attitude can be obtained. Assuming that the distance from the motor to the center of 

mass of the aircraft in figure 4 is L , the following aircraft dynamic equations can be 

obtained by physical derivation[15-17]. 
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 (7) 

Where v�  is the velocity of UAV in the x , y  and z  axes in the global coordinate 

system 
w

F , g  is the acceleration of gravity, m  is the mass of UAV, 
z
f  is the total 
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lift generated by the UAV motor, 
3

0,0,1
T

e     , The direction of 
3z

f e  is opposite to 

the 
b

Z  axis under 
b

F , R  is the rotation matrix of 
b

F  relative to 
w

F , 

[ , , ]
T

b X Y Z
    is the triaxial angular velocity of FR-UAV relative to the global 

coordinate system, which is also its own variable in the FR-UAV airframe coordinate 

system 
b

F ,   is the matrix expression of 
b

 ,   is the torque moment generated by 

the aircraft relative to its own center of mass, J  is the moment of inertia of the 

aircraft, and p  is the position of the aircraft in the global coordinate system 
w

F . The 

calculations of  ,   and p  are shown in equations (8), (9) and (10). 
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T

x y z        (9) 

 

T

x y zp p p p     (10) 

From the equations of states (7)-(10), it can be seen that FR-UAV has 12 states: 

velocity 
T

x y zv v v v    , attitude R  (expressed as three Euler angles), position 

T

x y zp p p p    , At the same time, the system also has four inputs, namely 
z
f  

and , ,

T

x y z       . Assuming that the rotational angular velocity of each motor is 

i
 , the thrust and counter torque are shown in Equation (11). 
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i M i

F k

M k




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


 (11) 

Where 
F

k  and 
M
k  are constant coefficients, the relationship between input and 

output can be obtained by equation (7), such as equations (12) and (13). 

1 2 3 4
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Through the above derivation, the dynamic model of FR-UAV can be obtained, 

and various motions of FR-UAV in space can be realized by controlling the four   or 

four motor speeds in equation (13). 

4. Conclusion 

The purpose of this paper is to make an in-depth study on grasping UAV. By 

introducing binocular vision technology, using the characteristics of strong 

maneuverability and multi-degree of freedom of multi-rotor UAV instead of the multi-

degree of freedom of traditional mechanical gripper, the multi-rotor grasping UAV is 

re-modeled and analyzed, and the autonomous grasping method of multi-rotor UAV 

based on binocular vision is modeled. The follow-up research will further focus on the 

actual test. 
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