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Abstract. Outlier is attached importance in statistics and engineering, because it 

might result in misleading identification results. However, there is significant 
uncertainty in the outlier detection, when an outlying observation lies close to the 

boundary between outliers and regular data or there are sparse observations. The 

associated uncertainty of outlier mostly results from statistical uncertainty of 
parameters, such as mean value and standard deviation. However, it is unknown 

how the statistical uncertainty influences the outlier detection. This paper 

compares two outlier detection methods for influence study of statistical 
uncertainty on probabilistic outlier detection. One is based on Mahalanobis 

distance (MD) using the total probability theorem combining with the half-means 

method (RHM). The other is RHM method with Bayesian machine learning 
(BML), which can consider the statistical uncertainties of parameters in MD. The 

simulated dataset with outliers are used to comparative study. Different 

dimensional dataset and various numbers of observations and outliers are 
simulated. Thereinto, outliers are simulated through double-mode triangle 

distribution. The results show that it is necessary to consider the statistical 

uncertainty for sparse multivariate observations. 

Keywords. Outlier detection, geotechnical engineering, resampling by half-means, 

statistical uncertainty 

1. Introduction 

An outlier is one that appears to deviate markedly from other observations [1]. It can be 

detected by its abnormal performance, because it has some characteristics that are 

distinct from other surrounding data. There are many reasons leading to outliers, most 

of which are caused by measurement error (e.g., human error, instrument failure) or 

unknown environmental disturbances [2-3]. In practice, directly incorporating 

measurements or observations with outliers into data analysis might lead to significant 

bias. It is necessary to detect outliers that mix in the regular data patterns [4], so as to 

eliminate them and reduce their impacts on statistical inferences [5].  

There are many outlier detection methods developed based on different models 

such as statistical models [6-7], regression models [8-11] and classification models [12-
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13] for different problems of various regions. Among of statistical models, multivariate 

normal model is usually used to characterize the geotechnical parameters (e.g., [14-15, 

16]), which are often transformed into standard normal variables to analysis (e.g., [17- 

18]), because it is mathematically tractable. The traditional Gaussian model based 

statistical outlier detection techniques have been developed based on the distance of a 

data instance to the estimated mean. A threshold is applied to the anomaly scores to 

determine the outliers. The Mahalanobis distance incorporates the dependencies 

between the variables. A cutoff value of the Mahalanobis distance for outlier 

identification can be chosen for the performer [8,19]. However, these previous methods 

ignored the associated uncertainties in outlier detection.  

If the data contains huge variability that tends to be like the actual outliers, it will 

be difficult to distinguish [20]. It is also common that data analysis (e.g., geotechnical 

design) is conducted under limited geotechnical site investigation data (e.g., such as the 

cone penetration test measurements), which maybe contain outliers. Especially, 

measurements or observations are often sparsely available in geotechnical investigation, 

so there is a significant uncertainty in statistical estimations and outlier detection. 

Therefore, a rigorous and robust probabilistic approach for outlier detection, which can 

consider the associated uncertainties rationally and find outlying components in the 

outlying row vector, was proposed by [21].  

In this paper, two outlier detection methods are compared for influence study of 

statistical uncertainty on probabilistic outlier detection. One is based on Mahalanobis 

distance (MD) using the total probability theorem combining with the resampling by 

half-means method (RHM). The other is RHM combining with Bayesian machine 

learning (BML), which can consider the statistical uncertainties of parameters in MD. 

The simulated datasets with outliers are used to comparative study. Different 

dimensional datasets and various numbers of outliers are simulated. The outliers and 

regular data are simulated through double-mode triangle distribution and multivariate 

Gaussian distribution, respectively.  

2. Heading Outlier Detection 

The probabilistic outlier detection method in this paper can be conducted through two 

parts. Firstly, the outlying row vectors are identified based on the Mahalanobis distance 

(MD) [22, 19] and the uncertainty of them is quantified using the RHM combining with 

total probability theorem. The row vector, of which outlying probability is greater than 

0.5, can be considered a possible outlying row vector. Secondly, outlying components 

in the possible outlying row vectors are detected by an exclusion method. The details of 

above two methods are introduced in following section. 

Let XE ℝ
N�d

 denote the entire dataset, which are geotechnical in-situ test 

measurements, and it contains N row vectors Xi, i =1, 2, …, N. Each row vector Xi 

contains d components xi,j, j = 1, 2, …, d. Calculation details of P(Xi Ω
d

out) (i.e., the 

outlying probability of Xi) are provided in the next section. Herein, the threshold 

probability of P(Xi Ω
d

out) is taken as 0.5, which was also adopted in the literature (e.g., 

[10, 11]). The exclusive method was proposed by [21] to detect the outlying 

components. The differential of the P(Xi,� Ω
d

out) and P(Xi,�\j Ω
d-1

out) (i.e., �Pi,j = 

P(Xi Ω
d

out) - P(Xi,\j Ω
d-1

out); Xi,\j = [xi,1, xi,2, ..., xi,j-1, xi,,j+1, ..., xi,d] , i = 1, 2, …, N) is 

used to represent the contribution of the xi,j to the outlying row vector, Xi,� Ω
d

out .The 
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maximum of �Pi,j is considered as the most probable outlier component xi,j in the ith 

outlying row vector Xi,�. The exclusive procedure is repeatedly performed for each 

component and each row vector.  

3. Methodology  

In this paper, two probabilistic outlier detection methods are compared for the 

influence study of statistical uncertainty. “Method-1” is based on Mahalanobis distance 

(MD) using the total probability theorem combining with the half-means method 

(RHM). “Method-2” is Method-1 with Bayesian machine learning (BML), which can 

consider the statistical uncertainties of parameters in MD [21]. 

3.1. Method-1 

William and Stephen proposed a method called resampling by half-means (RHM) to 

detect outliers by studying the distribution of observation vector lengths obtained by 

sampling without replacement from the original data set [23]. The theoretical 

connotation is that half of the data must be regular, otherwise it is meaningless to 

search for outliers. The thought of the method is adopted in this paper. Firstly, the 

possible 50% regular dataset is detected by examining the MDs obtained from 

sampling without replacement from the original data set. Then repeat above sampling 

with replacement. However, outlying probability was not quantified. The probability of 

outlier can be quantified by following Method-1. 

Initially, select the subset of observations without replacement from the input 

entire sample matrix XE until up to the size of a half of the XE, which is denoted as 

Xsample, k (i.e., k = 1, ..., Nre, where Nre is the number of samplings with replacement), 

and the above resampling is conducted Nre times. Based on the total probability 

theorem, the probability of outlier for each row vector can be estimated efficiently 

using conditional probabilities of outlier. 

� � � � � � � �, , , ,

1

| 1, 2,...,
Nre

d d
i out i out sample k sample k

k
P I P for i N

�
�	 � �	 �
X X X Xg g      (1) 

where Xi,� ℝ
1�d

 is the ith row vector; Ω
d

out is the subset of outliers in the d-

dimensional space; Nre is the number of resampling; I(Xi,� Ω
d

out|Xsample, k) is an 

indicator function. If MDi,� is greater than � �2
1 0.975
d�
�
 , I(Xi,� Ω

d
out|Xsample, k) is equal 

to one; otherwise, it is taken as zero. MDi,� is the Mahalanobis distance of Xi,� based on 

μ and Σ (Mahalanobis 1936). And the μ and Σ are estimated from the Xsample, k. 

P(Xsample, k) is the probability of Xsample, k, which is equal to 1/ Nre, because the Nre 

possible samples Xsample, k (i.e., k = 1, ..., Nre) are considered having the same 

probability during the resampling process. If P(Xi,� Ω
d

out) is greater than 0.5, Xi,� will 

be considered a possible outlying row vector denoted as Xout
i,� [10].  
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3.2. Method-2 

It is hence important to estimate μ and Σ based on the regular data set to detect outliers, 

which are unknown before analysis. To consider the uncertainty of the parameters (e.g., 

mean value μ and covariance matrix Σ) in the Mahalanobis distance, Bayesian machine 

learning (BML) is used to quantify posterior uncertainty of multivariate normal model 

parameters by generating the posterior samples of the parameters. Based on the total 

probability theorem, the probability of outlier for each row vector can be estimated 

efficiently using conditional probabilities of outlier: 

� � � � � � � �, , , ,

1

| 1, 2,...,
Nre

d d
i out i out sample k sample k

k
P P P for i N

�
�	 � �	 �
X X X Xg g   (2) 

where P(Xi,� Ω
d

out|Xsample, k) is the conditional probability of outlier for each row 

vector in the X for given Xsample, k. Similarly, the conditional probability of outlier for 

each row vector P(Xi,� Ω
d

out | Xsample, k) can be estimated efficiently using the 

conditional probability density function (PDF) of μ and Σ, i.e., p(μ, Σ| Xsample, k), based 

on the total probability theorem: 

� � � �� � � �2
1

, , , ,| 0.975 | , , |
d

d
i out sample k i sample kP I MD p d d�

��	 � � 
�X X μ Σ μ Σ X μ Σg g    (3) 

where � �� �2
1

, 0.975 | ,
diI MD �

�� 
 μ Σg is an indicator function. If MDi,� is greater than

� �2
1 0.975
d�
�
 , � �� �2

1
, 0.975 | ,

diI MD �
�� 
 μ Σg is equal to one; otherwise, it is taken as zero. In 

other word, if � �2
1

, 0.975
diMD �
�� 
g , Xi,� can be considered as an outlier for a given μ and 

Σ. The posterior distribution of μ and Σ, p(μ, Σ| Xsample, k) , which can be derived based 

on Bayesian framework. The posterior distribution p(μ, Σ| Xsample, k) contains the 

statistical uncertainty of μ and Σ. However, for lack of space, the Bayesian framework 

for parameters identification is not introduced with details. Readers can refer to [21]. 

4. Influence Study Using Simulated Dataset with Outliers  

4.1. Simulating Data 

To explore the effect of the number of observations, outliers, and dimensions (i.e., the 

number of attributes) on the proposed method, 25 cases of simulated data with various 

number of observations X and outliers for different dimensional spaces (e.g., 3, 5, 7 

and 9 dimensions) are drawn from the multi-dimensional normal distribution and the 
triangular distribution, simultaneously, each of them concludes 30 runs; simulation for 

each run is independent and random as shown in figure 1. The number of observations 

is set as 20, 40, 60, 80 and 100. Given the number of observations, the number of 

outliers is set as 2, 4, 6, 8 and 10.  
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Figure 1. Summary of simulated dataset cases. 

4.2. Comparative Study  

The Method-1 and Method-2 are applied to simulated data with Nre = 500. Two 

indicators are used to quantify the performance of outlier detection:  

masking
masking

out

N
r

N
�

                                                      (4) 

where rmasking is the ratio of masking; Nmasking denotes the number of real outlying row 

vectors not being detected; Nout is the number of real outlying row vectors.  

 
swamping

swamping
regular

N
r

N
�   (5) 

where rswamping is the ratio of swamping; Nswamping denotes the number of real regular 

row vectors mistakenly identified as outlying row vectors; Nregular is the number of real 

regular row vectors. It is desirable to obtain low values of both indicators [10]. 

  

(a) 3 Dimension (b) 5 Dimension 
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(c) 7 Dimension (d) 9 Dimension 

Figure 2. Results of the average masking ratio using two methods. 

Each case considered in this section uses 30 simulated datasets. The averaged 

rmasking of 30 runs for each case in four different dimensions based on the proposed 

approach are summarized in figure 2. As shown in figure 2, the results of Method-1 and 

Method-2 are in red and blue, respectively. The rmasking results show that rmasking of 

Method-1 is greater than rmasking of Method-2, when the number of observations is 20 

and the number of outliers is less than 6. Especially, for the 9-dimension observations, 

rmasking of Method-1 is greater than rmasking of Method-2, when the number of 

observations is less than 60, as shown in figure 2(d). The poor performance of the 

Method-1 for the small number of data cases indicates that the μ and Σ estimators based 

on the less observations exist great statistical uncertainty. Therefore, the statistical 

uncertainty should be considered for outlier detection for sparse multivariate 

observations. When the number of observations is enough to estimate μ and Σ exactly, 

simpler Method-1 is recommended because of its efficiency. 

Although the rmasking is higher for the case of high ratio of outlier to observation, 

the rswamping of them is lower than 0.1 for almost cases by two methods as shown in 

figure 3. As shown in figure 3, Method-1 and Method-2 both can perform well (i.e., 

low values of both indicators) for most cases of multi-dimensional observation. 

  

(a)  Dimension (b) 5 Dimension 
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(c) 7 Dimension (d) 9 Dimension 

Figure 3. Results of the average swamping ratio using two methods. 

5. Conclusion 

This paper compared two probabilistic outlier detection methods for the influence study 

of statistical uncertainty. The Method-2 was proposed by [21]. The Method-1 is based 

on RHM without considering statistical uncertainty of parameters. Method-1 is simpler 

than Method-2. So, the computation time under the same circumstance shows that the 

Method-1 significantly shortens the computational cost. The above methods were 

applied to the same simulated dataset. Comparison of outlier detection results through 

two indicators (i.e., the ratio of masking and the ratio of swamping) indicates that the 

statistical uncertainty is necessarily considered in outlier detection for sparse 

multivariate observations.  
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