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Abstract. The term music comes from the Greek translation “mousike” that stands 

for “the art of muses”. In layman terms, it is a sequential string of sounds that people 

like for the purpose of entertainment, rejuvenation etc. The intriguing part of this 

research lies in the ability of a machine to manipulate music. The aim is to use a part 

of given composition (MIDI File) to generate further music via extrapolation from 

Long short-term memory (LSTM) which is a which is a neural network used in deep 

learning an d artificial intelligence, then increasing the efficiency of the model using 

the relation between training loss and number of epochs and finally comparing our 

LSTM model to traditional RNN model. 
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1. Introduction 

Melody is a sequence of notes and rest. Notes comprises of Pitch and duration. Pitch is 

the indicator of how high/low the note is. Pitch Notation is a combination of note name 

and octave. Octaves are basically different frequency of the same notes. MIDI Note 

Notation MIDI is a protocol to play, edit, record music. It maps the notes name to a 

numeric value. For encoding MIDI Inputs, each chord and note in the data with same 

pitch is encoded as a same variable. 

There has been a lot of work going on generating music using deep learning, couple 

of algorithms used for this process are RNN and LSTM. Traditional method having 

issues like vanishing gradient and exploding gradient this paper compares both old and 

new algorithm used, thus finding a better algorithm for music generation. 

2. Literature Review 

The last years have witnessed the boom of music information retrieval software like 

Shazam and artificial intelligence music generation software such as AIVA and 

JukeDeck. This shows a step in a different direction with respect to how the general 

population sees music. In this section we will discuss about various works in this field 

that will help in future research. Eck and Schmidhuber’s paper discussed the LSTM 

model and how did it overcome the problems faced by normal RNN cells[1]. We then 
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investigated various comparisons between different methods of generating music from 

Akanksha Dawande, Uday Chourasia and Priyanka Dixit’s which helped us in analyzing 

the performance of different models implemented by different researchers[2]. A very 

common issue with RNN[3] is exploding and vanishing of gradient problem[4]. Next 

step to this paper in Danial Johnson’s terms could be called as “Bi-axial” configuration 

where time axis has one LSTM cell and note axis has another LSTM cell[5]. 

3. Methodology 

Notes are nothing but sound waves with specific combination of frequency and 

wavelength. We have used music21 library which was invented by people at MIT which 

helped us in fetching the frequency, wavelength & duration of notes. In the data pre-

processing, we performed the following steps: Created a dictionary, the notes and their 

indices were mapped using a dictionary. The note's name was stored in the Dataset as a 

string. Those names were only symbols to the computer. As a result, we developed a 

dictionary to assign a number to each unique note in our Corpus. To retrieve the values 

at the time of prediction, reverse of it was done. This was used to encrypt and decode the 

data that entered and exited the RNN model. Encoded and segmented the dataset: 

Encoded and segmented the corpus into smaller, equal-length sequences: The dataset 

contained notes at this stage. Corpus was encoded, and tiny sequences of features and 

their matching targets was created. The unique characters in the dictionary were mapped 

such that each feature and target represented was included. Assigned X and Y: In this 

part we resized and standardized the labels with targets one Hot encoded. Data was now 

ready to be inputted in the RNN/LSTM model. Split Training and Test Dataset, we then 

split the data into two parts to train our model and then predict the values. 

LSTM MODEL For this project research, we used LSTM. First, we initialized the 

model, defined the adding layer with compiling it and then trained the model. The LSTM 

model is trained in such a way to learn the probability of a musical note occurring at the 

current time. 
The network's output at some time t is sent in the input again, which is based on the 

prior notes state until time step t-50 for retaining the past details and structure of notes[6]. 
The LSTM layer is dependent on the input. Training method does not apply to all notes. 
Only a few carefully chosen and specified notes are chosen whose occurrence is more as 
compared to the others for training this LSTM model, these notes are extremely useful 
for tweaking the model and achieving highly efficient information gain. The LSTM layer 
learns the mapping and connection between notes and their projection using these inputs. 
The Dropout layer, in addition to the LSTM layer is utilized to produce generalizations 
in this model. 

 

We then checked how our model performed after it's been trained on MIDI files of piano 

music and plotted the learning curve and the melody generated sheet (Learning Curves 

are used to measure the model's performance). 

 

As previously said, music data is complicated and difficult to express because it is 

made up of several qualities. Single instrumental music or tracks, especially Piano 

instrumental tracks, are significantly simpler to understand and process. MIDI files also 

aid in pre-processing since they contain metadata that may be utilized to convert the 
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tones into a format that is compatible with our model. As a result, we chose a piano music 

corpus to train our models. 

3.1. Extract Notes and Chords from MIDI File. 

We extracted the components from these MIDI file streams. Only the piano is 

included in these midi files. As a result, it is made up of either piano chords or notes. 

Musical notes are the fundamental elements of music, involving pitch and frequency. 

When a series of notes are played in a row it forms a chord. We extracted both chords 

and notes from the music21 stream and obtained a series of notes existing inside the 

musical composition. Music21 is a collection of Python-based tools for in-depth analysis 

and creation of musical tones and ragas. It is based on existing frameworks. 

Now we have all the notes present inside our inputted midi files extracted in list of 

strings where each string denotes a musical note. 

 

Figure 1. List of string denoting a musical note. 

3.2. Exploring Dataset. 

Now we must explore our dataset of notes. In this we examined the dataset of notes and 

cleaned the dataset to get the relevant notes to build our model. Firstly, we looked at the 

first 50 values in our loaded dataset and printed it. 

 

Figure 2. First fifty values in corpus. 

 

We then created a count dictionary and found the unique notes in the dataset by using 

the function Counter() which gives us the unique notes in our dataset/corpus and then 

using notes dictionary we found out the average recurrence of notes, maximum and 

minimum recurrence of notes. 

 

Figure 3. Frequency Distribution of Notes in the corpus. 

 

It came out that there are some very rare notes in the melody created which were played 

only once in whole dataset. For tackling this, we plotted the frequency of all the notes in 

dataset and using that we eliminated the least occurring notes so that we don’t run into 

some error or anomalies 
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4. Solution to traditional method 

Being in trend this field has attracted many researches and we have got many 

different types of algorithms and models for generating sheet music after taking songs as 

a input in our case which is MIDI files. Every algorithm has some positive and some 

negative points. LSTM model is one step ahead of traditional RNN method. RNN model 

had few issues which have been improved by using LSTM cells for implementing 

RNN[7]. 

RNN model uses two inputs, first the input provided currently and the result of 

previous computations acts as second input. This contains three layers the input layer, 

the hidden layer and the output layer. Though this system successfully generates the 

music but still this system suffers majorly from two issues vanishing gradient problem 

and exploding gradient problem. After RNN predicts the output we use Back Propagation 

Through Time algorithm (known as BPTT) after calculating the error for calculation the 

gradient which updates the model[8]. Now let’s say that we have T time steps for learning 

then the gradient of the error on the kth time step is given by 
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Whenever the derivative of tanh activation function is less than 1 this expression 
tends to vanish. 

Second issue that arises is problem of exploding gradients this occurs if the weights 
are big enough to overpower and exceed the smaller tanh derivatives then the product of 
derivatives will explode 
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Here the error derivative at some kth step becomes 0 and our error gradient will 
vanish so no significant learning is done. 

These problems are solved by LSTM. It performs the task of decision making on the 
basis of previous memory, current input and previous output. It has three gates that 
control and update the state of the cells that are forget gate, input gate and output gate. 
These gates use hyperbolic tangent and sigmoid activation functions. Forget gate plays 
a crucial role and it determines the information that is required to forget given the new 
information entering the network. 

LSTM has a property that the cell state gradient function is an additive function which 
is made up from four elements A(t), B(t), C(t) and D(t). 
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This property makes balancing of the gradient values better during backpropagation. 
LSTM updates and balances the four values, this additive property makes it very less 
likely for the gradient to vanish 
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5. Results 

This was our trained LSTM model. 

 
Figure 4. Trained LSTM Model. 

 

We plotted a training loss vs no of epochs graph to see how training loss decreased 

with number of epochs and for increasing the performance of our model. 

 

Figure 5. Learning plot of Model for Loss. 

 

This is the music sheet that was generated as an output that we can further play to 

hear the generated music 

 

Figure 6. Sheet Music generated as an output. 
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6. Conclusion 

Music Generation is a hot topic and many researches are in progress in this field. 

There are many ways to generate music and every algorithm has its negatives and 

positives. We have used LSTM model in our research paper, giving MIDI files as input 

to train our model. We saw the relation between training loss and number of epochs, the 

performance of model increased with number of epochs as the training loss decreased. 

This model generated sheet music which could be used to either play or to further 

generate music. Then comparing our algorithm of using LSTM cells to normal RNN cells 

we find out that our method solved two major issues occurring in normal RNN first being 

the vanishing gradient problem and second the exploding gradient problem. Thus this 

paper says that using LSTM cell produces better results as compared to normal RNN 

cells 
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