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Abstract. Most industries have recently started to harness the power of data to
assess their performance and improve their production systems for future com-
petitiveness and sustainability. Therefore, utilization of data for obtaining insights
through data-driven approaches is invading every domain of industrial applications.
Predictive maintenance (PdM) is one of the highest impacted industrial use cases
in data-driven applications due to its ability to predict machine failures by imple-
menting machine learning algorithms. This study aims to propose a systematic data
scientific approach to provide valuable insights by analysing industrial alarm and
event log data, which might further be used for investigation in root cause under-
standing and planning of necessary maintenance activities. To do that, a Cross-
Industry Standard Process for Data Mining (CRISP-DM) is followed as a reference
model in this study. The results are presented by first understanding the relationship
between alarms and product types being processed in the selected machines by us-
ing exploratory data analysis (EDA). Along with this, the behavior of problematic
alarms is identified. Afterward, a predictive analysis formulated as a multi-class
classification problem is performed using various Machine Learning (ML) models
to predict the category of alarm and generate rules to be used for further investi-
gation in maintenance planning. The performance of the developed models is eval-
uated based on the different metrics and the decision tree model is selected with
the higher accuracy score among them. As a theoretical contribution, this study
presents an implementation of predictive modeling in a structured way, which uses
a systematic data scientific approach based on industrial alarm and event log data.
On the other hand, as a practical contribution, this study provides a set of decision
rules that can act as decision support for further exploration of possible in-depth
root causes through the other contextual data, and hence it gives an initial founda-
tion towards PdM application in the case company.
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1. Introduction

Industrial digitalization is a key enabler of future competitiveness and sustainability in
manufacturing companies. Therefore, manufacturing companies have grown in impor-
tance to achieve a simple goal: reducing production disturbances by minimizing un-
planned downtimes and increasing efficiency of production systems with a vision of
failure-free production [1]. This industrial digitalization allows for increased automation
and industrial data collection through increased deployment of information and commu-
nication technologies (i.e., smart sensors) where data is collected from machines and
products in order to support decision-makers for the right decision at the right time [2].
In the industrial world, a good production line is vital for the manufacturing products to
ensure the timely demands of the market, thereby constituting towards the growth of the
organization. The output of the production in a factory is aligned towards the proper and
uninterrupted functioning of the collective machines involved in the entire production
line. Any stoppages or failure of machines in the production line leads to a loss in pro-
duction time and causes economic adversities for the organization [3]. With this focus,
there were an increase of Predictive Maintenance (PdM) solutions by using industrial big
data [4].

PdM is defined as a set of techniques designed to help determine the condition of
equipment to estimate when maintenance should be performed through the implementa-
tion of smart scheduling of maintenance actions that ultimately avoid (or at least mitigate
the effects of) unexpected equipment failures [5]. PdM is one of the highest impacted in-
dustrial use cases in data-driven applications due to its ability to predict machine failures
by implementing Machine Learning (ML) algorithms and thereby reducing maintenance
costs and increasing productivity [6]. The implementation of PdM practices is widely
accepted among the manufacturing industries. However, there are some challenges in
implementing PdM in real-world industrial environments such as how to structure, an-
alyze, integrate multi-source industrial big data sets, and build robust predictive models
enabling maintenance decision support [7]. Therefore, there is a need for more scalable
and systematic approaches for analyzing industrial big data and investigating what type
of predictive algorithms can be designed for implementation of PdM in real-world indus-
trial environments [8]. Knowing the aforementioned challenges, this paper aims to pro-
pose a data scientific approach based on Cross Industry Process Standard for Data Min-
ing (CRISP-DM) [9] by systematically performing a descriptive, diagnostics, and then
predictive analysis using a real world industrial big data containing industrial alarms,
event log data and product types. As a conclusion, it provides valuable insights to the
case company, which might be used as a further investigation in root cause understanding
and planning of necessary maintenance activities towards PdM implementation.

The remainder of the paper is structured as follows. In Section 2, related literature
including data-driven studies in PdM, which use industrial alarms and event log data,
is summarized. Section 3 presents the data scientific approach by describing each step.
Section 4 presents the results from real-world industrial application. Finally, Section 5
concludes the paper with a summary and further research directions.
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2. Related Literature

In product realization life cycle, especially under a sustainable manufacturing context,
maintenance has started shifting its role from “merely values” or “just repair works” to
controlling the product’s condition concerning the product’s physical and functional life
[10]. Most companies that have established their industrial system refrain from making
investments in new plants as long as the current works safely and efficiently. Mainte-
nance, consequently, has become one of the main impacts contributing to maximizing
productivity under the circumstance [11]. As [12] points out, “Depending on the specific
industry, maintenance costs can represent between 15 and 60 percent of the cost of goods
produced”. Hence, effective maintenance has proven to be essential to many operations,
not only for reducing equipment downtime, but also to optimize THE overall availability
or reliability of systems by minimizing costs [13]. With the advent of digitalization, a
great deal of research in the maintenance field has focused on PdM which helps com-
panies proactively improve the availability and reliability of manufacturing systems, ex-
tending the useful lifespan of equipment, and enhancing the quality of products [14].
PdM, to an extent, averted early interventions or late remediation which respectively
wasted resources and the possibilities of causing irreversible failures [15]. The recent
research studies indicate that the implementation of PdM is widely accepted among the
manufacturing industries and thus PdM has gained a lot of attention in manufacturing due
to its ability to predict machine failures by implementing data-driven algorithms based on
ML [16]. Nonetheless, performing PdM in real-world industrial environments requires
a scalable and systematic approach for analyzing high-dimensional industrial big data
from acquisition to deployment in a structured way. This should consist of various steps
such as business understanding and formulation of analysis goals, data understanding
using exploratory data analysis (EDA), pre-processing of data, designing of predictive
algorithms, and evaluation of performance [17]. In this context, to answer industry (busi-
ness) requirements and data-related questions, CRISP-DM, a reference model for data
mining projects has been applied in some studies related to PdM by using industrial data
coming from only one data source which is mainly sensors [8,7]. At the same time, the
challenge is to structure and integrate heterogeneous data coming from multiple data
sources for building more robust PdM solutions [18]. This study aims to use a system-
atic data scientific approach by integrating multi-source data including industrial alarms,
event log data, and product types to investigate relationships between using exploratory
data analysis and to design ML models, which enables proper planning of maintenance
activities through predictive modeling.

Literature review performed based on data-driven studies using alarms and event log
data indicates that most of the studies have been focused on descriptive and diagnostics
analysis of alarms and event log data. According to [19], the descriptive analysis empha-
sizes transparency and provides a description of the historical data set while the diag-
nostics analysis aims in finding the root cause of the problem through performing EDA.
Considering the case of an industrial alarm data, the diagnostics analysis provides details
to the operators regarding what had caused or triggered the alarms, which resulted in
the process deviation [20]. According to a study performed by [21], alarm management
and fault detection and diagnosis disciplines have close relations however they are still
separately being performed in industrial practice. Therefore, their study pointed out the
benefits of using alarm data in fault detection and diagnosis. In another study done by
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[22], the authors also discussed incorporation of the alarms and event log data for fault
diagnosis by demonstrating examples from a real-world case study. They further high-
lighted the importance of this analysis for process deviation, malfunctioning of equip-
ment, the overall performance of the production and quality of the final products. In sum-
mary, although the fault detection and diagnosis help in ensuring plant safety and product
throughput [23], it is important to further expand the analysis into a predictive approach
in order to create a futuristic model which might help in predicting behavior of problem-
atic alarms to be used for further investigation. This is also highlighted in another paper
as a research gap in the maintenance field that there is a need for developing generic
decision models, which represent the decision making process [24]. From the knowledge
obtained from the literature review, this paper contributes to research on industrial alarm
data by implementing a predictive analysis using a systematic data scientific approach
to develop the generic decision model that represents the decision-making for efficient
maintenance planning as a core function of PdM.

3. A Data Scientific Approach based on CRISP-DM

To establish a systematic data scientific approach, the CRISP-DM is followed as a ref-
erence model in this paper. It provides a structured methodology for planning and man-
aging the data-driven knowledge discovery process in data mining projects [25]. The
CRISP-DM divides the process of data mining into six main phases which are basically
business understanding, data understanding, data preparation, modeling, evaluation, and
deployment [25]. The process can be iterative and the phases also develop certain de-
pendency within each other to ensure that the data is relevant and the results of the pro-
cess align with the business objective defined in the business understanding phase of
the process. However, it should be noted that the CRISP-DM is taken a basis in this
paper. Hence, it is adjusted for practical development and implementation according to
real-world industrial application requirements.

The proposed data scientific approach differs from the CRISP-DM with a stronger
emphasis on EDA, which allows integration of domain experts’ knowledge (i.e., tech-
nical understanding of data acquisition, machines and production processes) into data
understanding and preparation phases. This supports overcoming some challenges such
as high dimensionality, variety (diverse structures of data), and difficulties to integrate
and analyze multi-source industrial big data sets [18]. In the literature, an extension of
CRISP-DM methodology was presented in order to overcome domain-specific difficul-
ties in obtaining and processing data especially for engineering applications in produc-
tion [26]. Therefore, we believe that the proposed approach can be considered as a sig-
nificant contribution in implementing the CRISP-DM methodology in a real-world in-
dustrial context. It should be also noted that the deployment phase of CRISP-DM is not
covered in the proposed data scientific approach. Instead, this phase is recommended
to be handled by the company using the insights and results obtained during the imple-
mentation of the proposed approach and thus the company can even further analyze the
capabilities of the solution to make the best use of it in their real production environment.

Figure 1 demonstrates an overview of the tasks for each phase of the data scien-
tific approach based on CRISP-DM. As it is seen from Figure 1, Business understand-
ing phase is the core step, which determines the success of data mining. It includes the
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Figure 1. An overview of the data scientific approach based on CRISP-DM.

formulation of the project goal from a business perspective, analysis of objectives, and
success criteria based on the industrial case study is carried out in this step. During data
understanding phase, the study is conducted to understand if the available data of the
process is sufficient to achieve the business objective or if additional data is required.
This phase includes sub-steps namely, collection of initial data, description, and explo-
ration of data, and verification of data quality [27]. In order to explore data, EDA is used
to search for patterns and trends from high volume of data, and thus visualization tech-
niques play an important part in this quest [28]. It is a promising analysis to pave in-
dustrial alarm and event analysis to extract hidden patterns and reveal undiscovered rela-
tionship without making assumptions [22]. The next phase, data preparation, comprises
tasks involved to generate a data set that is used to build the model. This iterative process
is likely to be performed multiple times and not in a prescribed order. During the data
preparation phase, gap analysis, data transformation, and cleaning are performed to im-
prove the quality of data, before feeding the data for model generation. This phase is cru-
cial since the performance of the model depends on the data prepared in this phase. The
modeling phase comprises of the selection of various modelling techniques and applying
them using the prepared data. Once the modelling technique is selected and applied, the
model is then tested for analysing the performance. In modeling phase, model’s param-
eters are identified and tuned for its performance improvement. In some cases, there is
a back and forth between data preparation and modeling according to the model perfor-
mance. Finally, the model assessment is performed in order to summarize the review of
the model and the performance comparison with the other models as well in evaluation
phase.

4. A Real-World Industrial Application from Manufacturing

This section will give the results obtained from the different phases of data scientific
based on CRISP-DM as described in the previous section. It should be noted that Tableau
for EDA and Python programming language and its different libraries for data pre-
processing and ML modeling are used during the implementation of CRISP-DM to real-
world industrial application.
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4.1. Business Understanding

Understanding the business problem and defining a business objective is the first phase
in CRISP-DM as described above. The case company that has been collaborated in this
study had addressed a problem of having machine stoppages during the production in
one of its manufacturing plant, for which the cause is unknown. The machines in the
manufacturing plant had been equipped with sensors and various alarms incorporated
into each machine for determining the irregularities occurring in the production process
based on the triggering of alarms. Therefore, the business objective for this application
was formulated to explore and investigate the underlying cause of these machine stop-
pages in the manufacturing plant. Therefore, the company aims to find the cause, which
triggers the alarms in two selected machines and thereby devising plans to tackle these
alarms, which results in reducing the overall production halt duration. Since the ma-
chines understudy for this paper perform a process on Part A1 and Part A2, the focus is
mainly to find the Part A1-Part A2 combination that triggers more alarms. In short, the
business objective is to reduce the production halt time by investigating the cause for the
occurrence of alarms, performing an EDA, and even building an ML model to predict
the category of the alarms to be used for further investigation in maintenance planning.

4.2. Data understanding and preparation

The data was acquired from the selected two machines, namely Machine A and Machine
B, where a process of assembling Part A1 and Part A2 takes place. The reason for choos-
ing these two machines is because they are critical machines in the assembly since they
have very narrow limits for quality checks. It should be noted that due to the limited
pages, only examples of the analysis done for Machine A are presented in this paper,
however, more information is found in a master thesis study conducted by the first two
authors of this paper [29].

The data was collected from two sources, first was from the process data, which
contains different part numbers, measured values from various positions of the parts
during assembly (shown as Pos 10, Pos 12, and Pos 13 in Table 1), the corresponding date
and time, and other variables. Within the process data, there are different combinations
of Part A1 and Part A2. The other data is coming from manufacturing execution systems
(MES). The event-log data is stored in MES [30] which mainly includes information for
event log i.e., alarm ID, and timestamps of alarms. After an initial exploration of process
and MES data, it was noted that they had to be merged for performing the required data
analysis. The one possible way to merge these data sets is to find a common variable
like date and time so that the merged data set contains all the recordings in the process
and MES data corresponding to each matching date and time respectively. After further
exploration, it was also found that some of the attributes are redundant meaning that
they do not make any impact on the analysis, thus they were removed from the merged
data set. To improve the quality of data, various tasks were conducted. For instance,
the data was checked if there are any missing values since the missing values affect the
performance of the final prediction model, therefore it is mandatory to treat and fix them
in the data. The alarm data from MES contained some missing values. Therefore, they
were removed from the data using a function in Python programming language. Apart
from the missing values, the data also had irrelevant formats for some attributes i.e., time
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and date, therefore the format of these attributes was corrected as well. Table 1 gives a
sample from the merged data set after various pre-processing tasks which were done to
ensure proper data analysis.

Table 1. A sample from the merged data set.

Engine

Number

Alarm

ID

Part A1

Number

Part A2

Number
Pos 10 Pos 12 Pos 13 Start Time End Time

17776 230 9571 1066 38 52 38 2020-09-04 04:23:26 2020-09-04 04:25:01

17776 2 9571 1066 38 52 38 2020-09-04 04:27:22 2020-09-04 04:30:27

10350 230 9611 1081 38 NaN 38 2020-09-07 22:04:56 2020-09-07 22:05:30

4.3. Exploratory data analysis (EDA)

EDA was performed to find which product variants or combination of those variants trig-
ger more alarms. To do that, a heat map was used to visualize the relationship between
Alarm IDs and different product variants and their combinations for Machine A as illus-
trated in Figure 2, only the types of alarms that happened three times or above during the
period were presented. The darker color in Figure 2 demonstrates that more alarms are
generated with the associated product variant. It can be concluded that the combination
of the number of Part A1 9571 and the number of Part A2 1066 has the majority of alarms
among all generated alarms, where Alarm ID 2 is the dominating factor. Additionally,
alarm ID 230 and alarm ID 211 are also proven as the most problematic alarms that cause
the majority of production halt. Considering relatively mass production of different com-
binations, which might be a reason-giving rise to the alarms, the original number of the
amount of production was taken into account and calculated as percentages. According
to those percentages as given in the same figure, the number of Part A1 9651 is ranking
the highest with a percentage of 4.85 while the number of Part A1 9611 has less alarm
in general. As a result, the numbers of Part A1 9651 and 9571 have clearly more alarms
than the others, and especially the number of Part A1 9571 needs more attention since it
produces most of the products. This analysis gives an important finding to the company
to investigate why the specified part numbers and their combinations are triggering more
alarms and how to reduce the effect on production halt by conducting an advanced root
cause analysis.

4.4. Modeling

The modeling phase is a systematic search for a model that meets the business objec-
tives as defined earlier, which is efficient in predicting with minimum error and is most
suitable to be used considering the properties and characteristics of the given data. After
performing the EDA as explained in the previous section, it was evident that the alarm
IDs such as 2, 230, and 211 are the most problematic ones. Therefore, the modeling
is designed to predict these three alarms by using ML. It should be noted that the de-
signed ML models use the historical data containing the recordings when these alarms
occurred. Hence, in this study, it is only possible to predict the alarm IDs explained above
instead of their occurrences in a certain period. This is because of the scope of given
historical data and some data quality limitations as well. Modeling phase consists of four
sub-steps, namely selecting the modeling techniques (ML algorithms), generating test
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Figure 2. Relationship between Alarm ID and combinations of Part A1 and Part A2 for Machine A.

design, building the model, and assessing the performance of the model. Because the
problem requires a multi-class classification approach [31] for the modeling, different
ML algorithms were selected according to fitting for the problem, which are, Decision
Tree, Random Forest, K-Nearest Neighbours, and XGBoost. The detailed background
information regarding these algorithms can be found in an edited book [32]). These ML
algorithms were used to perform the modeling and the final selection was done based on
some performance metrics under different strategies.

The second step in the modeling phase is to generate a test design. It is important
to generate a procedure, which is used to check the model’s quality and perform the val-
idation of the model. Therefore, a test design was generated in which the data used in
the modeling was split into training and testing data sets. The model was built on the
training data set whereas the model’s quality was tested using the test data set. Here the
splitting criteria are 70 percent of the data set was used as the training data to train the
model and the rest of the data set (30 percent) were used as the test data to test the model
performance. After this partition of the data set, the training data was used for building
previously selected lists of ML algorithms. In the building model phase, while the input
variables or another word independent variables were determined such as Part A1 num-
ber, Part A2 number, their position and measured moment values, the output variables or
another word dependent variables were determined alarm IDs (i.e., 2, 211, and 230). The
missing values in the data set had been imputed using five different strategies, namely
strategy 1 represents imputing missing values with zero; strategy 2 represents imputing
missing values with median; strategy 3 represents imputing missing values with mode;
strategy 4 represents imputing missing value with the nearest neighbor; and lastly strat-
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egy 5 represents without imputation (e.g., keeping the missing values as it is in the data
set). The model building also includes a key step, which is the parameter settings and
tuning. Hence, the parameters were set up according to the requirements of each selected
ML algorithm and they were tuned for each strategy to handle missing values. The ob-
tained results after the parameter tuning are given in Table 2. The percentages in the ta-
ble represent the accuracy score for each ML algorithm with respect to the determined
strategies for handling missing values.

Table 2. Accuracy scores of each ML algorithm with respect to the strategies for handling missing values.

Model Strategy 1 Strategy 2 Strategy 3 Strategy 4 Strategy 5

K-Nearest Neighbors (KNN) 41.37% 41.38% 43.67% 45.98% X

Decision Tree 52.87% 54.02% 54.02% 47.12% X

Random Forest 51.72% 49.42% 50.05% 43.67% X

XGBoost X X X X 52.87%

As it has been seen from Table 2, the decision tree algorithm with strategies 2 and 3
have similar results in terms of the highest accuracy score, 54.02%. Therefore, a further
analysis was performed to select the best model between them. To do that, confusion
matrices were generated for the strategy 2 and 3 in Figure 3a and 3b respectively, and the
corresponding false negative rates of the prediction were compared for final selection.
A confusion matrix is used to understand the performance of a classification model and
it helps to summarise correct predictions of classes by generating a matrix in which
true (actual) classes are given as in the rows while predicted classes are given as in the
columns [33]. True class is defined as the real occurred type of alarm obtained from the
historical data and the predicted class is the alarm type that the model predicts based on
the input parameters given to the model. False negative is defined as the outcome when
the actual class is wrongly predicted e.g., an outcome from the model is predicted as
alarm ID 211 but it was actually alarm ID 2, which is considered as a false negative in
this case. On the other hand, true positive is defined as the outcome, e.g. the alarm ID
211 occurred in actual and the model also predicted alarm ID 211 as the predicted class.
Furthermore, false negative rate is also calculated by using the ratio of false negatives to
the sum of false negatives and true positives derived from the confusion matrix [29].

(a) Imputation with median (b) Imputation with mode

Figure 3. Confusion Matrices for strategy 2 and 3
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It has been observed from Figure 3 that both strategies have similar false negative
rates for the prediction of Alarm ID 2, whereas strategy 2 has slightly higher false neg-
ative rate for alarm ID 211 and strategy 3 has a higher false negative rate for alarm ID
230. In this context, strategy 2 has slightly lower overall false negative rate for all three
alarms, and hence the Decision Tree algorithm with strategy 2 was chosen as the final
model.

4.5. Evaluation

The Decision Tree algorithm with strategy 2 (imputing missing values with median) was
selected as a final model explained in the modeling phase. It also has the capability to
provide the decision rules, which can support for the decision-making process to explore
the possible in-depth root causes in production and maintenance. Therefore, the extracted
rules from this model are one of the important outcomes, which can help a better un-
derstanding in a visual format of how the trees propagate and facilitate the decision of
the domain experts in the company. The interesting information from the rules is that the
moment values in a certain position are crucial in identifying alarm IDs. Therefore, this
set of rules would also support describing the crucial features in identifying root causes
of problematic alarms. In this phase, this model was further evaluated to check whether
the model aligns with the business objective. In a conclusion, the combination of Part A1
and Part A2 triggering more alarms was found using EDA and a model was built to pre-
dict the type of alarm. This shows that the business objective was achieved as identified
in the business-understanding phase of the data scientific approach.

5. Discussion

In this paper, a data scientific approach based on CRISP-DM was used for conducting a
diagnostic and predictive analysis using industrial alarm and event log data coming from
a real-word manufacturing company. Therefore, this approach provides some theoretical
and practical contributions. From a theoretical point of view, it demonstrates an imple-
mentation of a predictive approach on industrial alarm data by using ML algorithms,
which can be considered as a novel contribution in this area since most of the studies
have followed descriptive and diagnostics approaches and not explored much in terms
of implementing predictive modeling. Therefore, this study also fills this research gap
as also mentioned in a study done by [24]. Additionally, this study also helps the com-
pany to implement the developed solution in the manufacturing plant in order to avoid
the unplanned production stoppages and facilitate efficient planning of maintenance ac-
tivities, which can be considered a significant practical contribution. The data scientific
approach performed in this study is easily modified so that the company can follow the
same structure with visualization and modeling techniques to analyze a vast amount of
historical data collected for other data mining applications in manufacturing.

6. Conclusion

This paper proposes a data scientific approach based on CRISP-DM to perform the di-
agnostic and predictive analysis in a structured manner using industrial alarm and event
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log data. The diagnostics analysis was done by performing EDA and the results from
EDA provided insights into which combination of product types triggered more alarms.
The performed data visualization as a part of EDA further gave insights into the behav-
ior of the alarms occurring in the machine under study. After the problematic product
type’s combination was explored, this was used for predictive modeling, wherein the
Decision Tree algorithm was selected to classify the alarm IDs and extract the decision
rules produced from the algorithm. As a practical contribution, this study provides a set
of decision rules that can act as decision support for further exploration of possible in-
depth root causes through the other contextual data, and hence it provides good impli-
cations to the company towards PdM application. This study contributes to the literature
by demonstrating a predictive approach in the analysis of industrial alarm data using
ML and implementation of enhanced CRISP-DM methodology in a real-world industrial
context. As further research, this study can be extended to address the process deviation
or equipment malfunctioning, and therefore it is important to devise proper alarm man-
agement in order to achieve a good overall production performance in manufacturing.
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[20] Vásquez JW, Travé-Massuyès L, Subias A, Jimenez F, Agudelo C. Alarm management based on diag-

nosis. IFAC-PapersOnLine. 2016;49(5):126-31.
[21] Lucke M, Chioua M, Grimholt C, Hollender M, Thornhill NF. Integration of alarm design in fault detec-

tion and diagnosis through alarm-range normalization. Control Engineering Practice. 2020;98:104388.
[22] Bezerra A, Silva I, Guedes LA, Silva D, Leitão G, Saito K. Extracting value from industrial alarms and

events: A data-driven approach based on exploratory data analysis. Sensors. 2019;19(12):2772.
[23] Mahadevan S, Shah SL. Fault detection and diagnosis in process data using one-class support vector

machines. Journal of process control. 2009;19(10):1627-39.
[24] Bousdekis A, Lepenioti K, Apostolou D, Mentzas G. Decision Making in Predictive Maintenance:

Literature Review and Research Agenda for Industry 4.0. IFAC-PapersOnLine. 2019;52(13):607-12.
[25] Wirth R, Hipp J. CRISP-DM: Towards a standard process model for data mining. In: Proceedings of

the 4th international conference on the practical applications of knowledge discovery and data mining.
vol. 1. Springer-Verlag London, UK; 2000. .

[26] Huber S, Wiemer H, Schneider D, Ihlenfeldt S. DMME: Data mining methodology for engineering
applications–a holistic extension to the CRISP-DM model. Procedia Cirp. 2019;79:403-8.

[27] Chapman P, Clinton J, Kerber R, Khabaza T, Reinartz T, Shearer C, et al. CRISP-DM 1.0: Step-by-step
data mining guide. SPSS inc. 2000;9:13.

[28] Skiena SS. The data science design manual. Springer; 2017.
[29] Adarsh, Xinjie. A systematic data science approach towards predictive maintenance application in man-

ufacturing industry @ONLINE; 2021. https://hdl.handle.net/20.500.12380/302632.
[30] Chand S, Davis J. What is smart manufacturing. Time Magazine Wrapper. 2010;7:28-33.
[31] Susto GA, Schirru A, Pampuri S, McLoone S, Beghi A. Machine learning for predictive maintenance:

A multiple classifier approach. IEEE Transactions on Industrial Informatics. 2014;11(3):812-20.
[32] Han J, Pei J, Kamber M. Data mining: concepts and techniques. Elsevier; 2011.
[33] Luque A, Carrasco A, Martı́n A, de las Heras A. The impact of class imbalance in classification perfor-

mance metrics based on the binary confusion matrix. Pattern Recognition. 2019;91:216-31.

X. Duan et al. / A Data Scientific Approach Towards Predictive Maintenance Application 303

https://hdl.handle.net/20.500.12380/302632

