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Abstract. In a Cyber-physical system, the information flow from the cyber part to 
the physical part plays a crucial role. This paper presents the work of development 

and initial testing of an augmented reality approach to provide a user interface for 
operators that could be a part of a robotic production system. The solution is 

distributed and includes a communication hub that allows the exchange of data and 

information between multiple clients e.g. robot controllers, an optimization 
platform, and visualization devices. The main contributions of the presented work 

are visualization of optimization results and visualization of information obtained 

from the robot controller and the integrated communication framework. The paper 
also presents challenges faced during the development work and opportunities 

related to the presented approach. The implemented interface uses HoloLens 2 

mixed reality device to visualize in real-time information obtained from a robot 
controller as well as from simulation. Information regarding the placement of work 

objects and targets or currently executed lines of code can be useful for robotic cell 

programmers and commissioning teams to validate robot programs and to select 
more optimal solutions toward sustainable manufacturing. The operator can 

simulate the execution of the robot program and visualize it by overlying the robot 

cell with the 3D model of the simulated robot. Moreover, visualization of future 
robot motion could support human-robot collaboration. Furthermore, the interface 

allows providing the user with details from multi-objective optimization performed 

on a digital twin of the robotic cell with the aim to reduce cycle time and energy 
consumption. It allows visualizing selected scenarios to support decision-making by 

allowing comparison of proposed solutions and the initial one. The visualization 

includes cell layout, robot path, cycle time, robot energy consumption. The 
presented approach is demonstrated in industry-inspired cases and with the use of 

an industrial ABB robot. 
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1. Introduction 

In a Cyber-physical system, the information flow from the cyber part to the physical part 

plays a crucial role, and the human operator is an essential part of the system. In the 

report [1] European Commission presents Industry 5.0 that complements the Industry 

4.0 paradigm to make the sustainable, resilient and human-centric industry a reality. One 

way of achieving it is by developing innovative technologies in a human-centric way that 

could support and empower workers. 
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Targeting this transformation, the goal of the presented research is to provide 

interface and support to various users of robotics applications. The approach is toward 

intuitive robot programming and configuration with consideration of optimality aspect, 

including energy efficiency and cell awareness in human-robot collaboration. In the 

paper, we report the initial work done on the integration of various technology. 

In literature, there are several examples of usage of Augmented Reality (AR) and 

Mixed Reality (MR) in industry. A survey [2] overview AR smart glasses for assembly 

operators in the manufacturing industry. Honig et al. [3] described the advantages of 

using MR in robotics, pointing out easy debugging and a reduced gap between simulation 

and implementation as the main benefits in the context of robotic applications. 

Lambrecht et al. [4] demonstrated that AR-based robot programming could be more 

efficient than classic teach-in and offline programming and described the possibilities 

unveiled by combining the benefits of online and offline programming into an AR system 

[5]. Makris et al. [6] presented an augmented reality system for operator support in 

human-robot collaborative assembly. Ostanin and Klimchik [7] introduced an MR robot 

programming system for industrial robots. Moreover, eye-tracking can make it possible 

to connect holograms with the user's range view and identify the user's intention. This 

can be used in Human-Robot Interaction, and [8] presented a new method of interaction 

with the robot using eye gazing and head gestures combined with deep learning in MR. 

These possibilities in MR devices result in new evaluation capabilities that robot 

programmers and operators can use for testing different robotic scenarios in the cell 

virtually before physical implementation.  

AR is also applied to other aspects of manufacturing than providing support for 

operators, e.g., Karlsson et al. [9] combined augmented reality and simulation-based 

optimization for decision-maker support in manufacturing. 

In the optimization context, several works have been published on the optimization 

of robotic cells, e.g. [10-11]. However, not much could be found about the visualization 

of robotics optimization results using augmented/mixed reality. 

The main contributions of the presented work are visualization of optimization 

results and visualization of information obtained from the robot controller and the 

integrated communication framework. The paper also presents challenges faced during 

the development work and opportunities related to the presented approach. 

The rest of the paper is structured as follows. Section 2 introduces our concept; 

Section 3 provides implementation details; Section 4 presents results from case studies; 

and finally, Section 5 concludes the paper, overviews faced challenges, and highlights 

our future work. 

2. Concept Overview 

The presented concept integrates industrial robots, industrial offline programming (OLP) 

and simulation tool, optimization platform, and mixed reality interface to support robot 

users. Targeted robot users are operators that work alongside or in collaboration with 

robots; robot programmers that need to program or re-program the robot; and decision-

makers that work with designing and improving robotic cell or robotic production lines, 

see Figure 1. 

Operators can benefit from the visualization of future robot motions and safety zones 

that might reduce human stress and increase “safety feeling” [6]. Robot programmers 

and engineers could be provided with visualization of targets, work objects, and safety 
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zones as well as visualization of robot motion within the physical cell e.g. to validate 

introduced code changes before deploying and testing it on a real robot. Finally, solutions 

from optimization could be simulated and evaluated to support the decision on the 

selection of solutions when designing a new or improving an existing robot cell. As 

simulation-based optimization might use a simplified model of the cell it is important to 

validate the solution before the final selection is made. In the approach, the decision-

maker can send a preliminary selected solution to the automation engineer on the side to 

assess its feasibility in the physical layout. 

An overview of the framework with indicated different scenarios is illustrated in 

Figure 2. Operators will benefit from scenarios 1 and 2, robot programmers could make 

use of scenarios 1 to 3, while decision-makers will be involved in scenarios 3 and 4. 

 

Figure 2. Overview of the framework. Black dash-dotted lines indicate different modes of visualization (1) 

visualization of real robot execution; (2) visualization of simulation/virtual controller; (3) visualization of 
optimization results, pre-recorded simulation; (4) triggering simulation/visualization for selected parameters 

2.1. Augmented Reality 

The Microsoft HoloLens 2 (HL) augmented/mixed reality glasses are utilized in the 

presented approach. It supports immersion and intuitive interactivity. Users can select 

and position holograms with the use of direct touch or hand rays for distant holograms. 

There are different interactivity gestures, such as touch, air-tap, and tap-and-hold. HL 

can also perform eye-tracking. The possibility of showing a virtual representation on top 

of the real view and combined with interactivity unblock new opportunities in the 

industry. One of the application areas is robotics. 
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The presented work aims to create a simple and visual interface for robotic cell users. 

This graphical interface could test virtually different automated scenarios in the cell and 

provide decision-making tools and optimization insights. During robot reconfiguration, 

engineers can simulate the execution of modified code and visualize the robot overlaid 

with the cell to validate changes, i.e., placement of the work objects, targets, and 

collisions of the robot arm with cell layout. 

To achieve that, the HL needs to be provided with data and information from 

multiple sources, including robot controllers and simulation software. 

2.2. VDM Hub 

Virtual manufacturing involves many different techniques and dedicated software. The 

concept of Virtual Decision-Making (VDM) hub is developed to integrate these software 

tools and especially simulation-based optimization. The VDM hub makes it possible to 

send both data and events between the software and the simulation/optimization 

platform. Not only traditional software can be connected but also visualization hardware 

like virtual and augmented reality headsets. An example usage is that users can send 

optimization results to the VDM hub which is distributed to all the nodes that are 

subscribed to that type of data. The VDM hub can be made accessible over company 

networks as well as the internet so that users in many locations can interact with each 

other. 

The VDM hub makes it possible for users to interact and cooperate on virtual 

manufacturing simulation models, both for training and real decision-making cases. In 

this work, the VDM hub is implemented by an MQTT broker, Eclipse Mosquitto [12]. 

2.3. Simulation 

In the presented approach, to simulate robot cell, ABB RobotStudio (RS) [13] has been 

selected. It is a state-of-the-art OLP and simulation tool. It makes use of a Virtual 

Controller (VC) that is an exact copy of the software that runs on a physical robot 

controller allowing very realistic simulations. 

RS provides support for Virtual Reality, however, the AR is currently only supported 

via export of static models or recorded animations in GLB format the binary version of 

glTF (GL Transmission Format). 

Implemented simulation models are used to provide data for visualization in HL, i.e. 

joint values for a rendered robot, as well as part of simulation-based optimization, where 

simulation is used to evaluate objective functions. Simulations are performed for 

different layouts with modification of path parameters and as output cycle time, energy 

consumption, and layout area are returned. 

2.4. Optimization 

Optimization results come from OPT Platform [14]. All evaluations performed during 

simulation-based multi-objective optimization are stored in internal databases and can 

be recalled through OPT Browser tool and delivered via VDM Hub. When evaluation 

results are accompanied with simulation data i.e. robot joint values those could be 

transmitted to HL and visualized there directly. When joint values are not stored, 

simulation parameters can be transmitted to RS to repeat simulation and this simulation 

can be visualized in real-time through HL. 
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3. Implementation 

3.1. Augmented Reality 

An AR application was built using the Unity engine. For that purpose, Mixed Reality 

Toolkit (MRTK) was utilized. It is an open-source project, which shares foundational 

components, building blocks for interactions, and Graphical User Interface (GUI) 

controls for building mixed reality experiences in Unity [15]. 

In Unity, the C# programming language is used for developer scripting. Different 

C# scripts that set up the kinematics of the virtual model were implemented along with 

a Unified Robotic Description Format (URDF) importer. The URDF is an XML file 

format to describe all elements of a robot [16]. 

The URDF importer was posteriorly substituted for a GLB importer. File in the GLB 

format stores information such as node hierarchy, cameras, materials, animations, and 

meshes in binary form resulting in compact file size [17]. Support for GLB files allows 

importing robot and cell models exported directly from the RS. 

In the application different GUI elements from the MRTK were implemented, such 

as pressable buttons, menus, dialogs, and spline tooltips. Simplicity and clear visibility 

were prioritized. A rotation script that aligns GUI interfaces with the user's point of view 

was implemented for this purpose. Different hide and show buttons were also 

implemented due to the difficulty of showing all the GUI elements in a limited view 

range. 

The virtual representations give more information to the user providing insights that 

can be helpful for robot programming, debugging, safety and decision-making. The main 

visualization elements are virtual robot visualization, live command dialogue, joint 

tooltip, graphs, and robotic targets. 

a) The virtual robot can mimic the actual robot path or can visualize an optimized 

robotic path. The virtual robot anticipating the movement of the actual robot could 

support safety in a collaborative environment since the predictive movement of 

the robot could be seen in advance to prevent possible risks. The optimized robotic 

path could be visualized on the virtual robot as an alternative solution to the robot 

programmer for decision making. 

b) The live command dialogue indicates the current line of code executed by the robot 

controller. This can allow users to identify different moments on the production 

cell and connect them to the robot code that could be useful for debugging or 

verifying introduced changes in the code. 

c) The joint information spline tooltip displays the value and speed of the joint. This 

information panel moves along with the joint. 

d) The graphs can display physical and optimized robots data, such as peak power, 

energy consumption, supporting decision-making, and optimization. 

e) The robotic targets can be visualized to understand the robot's path better and 

predict the robot's subsequent movements. 

Apart from the visualization elements, the application contains different menus to 

interact with the virtual robot. The main features include the possibility of going "live" 

and visualizing in real-time the robot based on streaming information from the real or 

virtual robot controller, recording the live data, and storing it on the HL device. It also 

allows changing to "playback mode," displaying saved information and movements to 
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inspect the visualization further. In addition, it supports receiving data from optimization 

to improve the decision-making process. 

3.2. Integration with Real/Virtual Controller 

To provide required data to MR from within RS simulation an RS add-in has been 

developed in C# using RS SDK 2020.1. It allows obtaining the current status of 

simulation execution including robot joint position, velocities, and energy and power 

consumption. Those data are streamed to the VDM hub and could be visualized in HL. 

To connect to the real robot controller, as well as virtual controller on a remote 

machine a stand-alone interface application had been implemented with the use of PC 

SDK 6.08 that is compatible with Robot Ware installed on the tested ABB IRB2600 

robot. 

3.3. Interchanging of Data 

The data interchanged between RS add-in and HL is performed as messages in JavaScript 

Object Notation format (JSON), a text-based format for interchanging data. JSON has 

the advantage of being easy for both humans to read and computers to parse [18]. Figure 

3 illustrates how messages are sent from RS add-in through the VDM hub to HL. For 

sending and receiving messages through the VDM hub, MQTT clients were used. For 

this purpose, the M2Mqtt library was implemented into RS add-in, and the M2MqttUnity 

asset was implemented into HL. The M2Mqtt library [19] and the M2MqttUnity asset 

[20] include foundational components and building blocks for receiving and sending 

messages to an MQTT broker. 

 

 
Figure 3. Interchanging information between RS add-in and HL application. 

 

3.3.1. Message Structure 

The messages have been designed with the aim of being small. Therefore, properties are 

omitted when not changed since their previous sent message and are not necessary for 

identifying the message. Furthermore, two types of messages were defined, setup 

messages and data messages. Setup messages were used for data that were not regularly 

transferred, such as metadata and target points. In contrast, data messages were used for 

data transferred continuously, such as robot joint positions and power consumption. A 

class structure for these message types was developed in C# and implemented in both 

RS add-in and HL. Table 1 gives a brief description of the messages’ properties with an 

indication of when a property is message-type specific. 
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Table 1. Data types used in messages 

Property Data type Description 
Timestamp DateTime Message creation date and time. 
Robot id string String for uniquely identifying a robot. 

Message type string The type of message being sent, e.g., setup or data. 

Target points1 List <Target point> A list with all the target points in the robot path. Each 
target point includes a vector representing its position 

and an array representing its rotation. 

Property names1 Dictionary <string, string> A dictionary for describing the properties and the text 
properties sent in the data message 

Properties2 Dictionary <string, float> A dictionary for sending numerical values properties 

Text properties2 Dictionary <string, string> A dictionary for sending string values properties 
Joint angles2 Dictionary <string, float> A dictionary representing the angle values of each joint 

on the robot 

1 – optional field for setup message 
2 – optional field for data message 

3.4. Recording and Replaying 

When recording live stream data of a robot's movement, all incoming messages sent to 

HL are stored in a file in the persistent data path. On HL, the persistent data path can 

store data between multiple application runs [21]. Once a recording has finished, it can 

be replayed at once or at a later time. When a recording is replayed, all messages from 

its file are first loaded into the HL memory and then parsed in the same order and speed 

as they were created, using the creation date and time property included in each message. 

The additional synchronization signal is implemented at the beginning of the robot 

program to be able to synchronize visualization of multiple pre-recorded visualizations 

or to synchronize pre-recorded visualization with visualization driven in real-time based 

on data from the real robot controller. 

4. Case Study 

The application's functionality is to visualize optimization results and information 

obtained from the robot controller and the integrated communication framework. This is 

demonstrated in two case studies. The first case presents a visualization of optimization 

results, while the second presents a visualization of information from the robot controller. 

4.1. Visualization of Optimization Results 

The optimization was performed on a model, see Figure 4, of a real-world industrial 

robotic cell. In the robotic cell orchestrated by one mater PLC (Siemens CPU 315-

2PN/DP), an ABB IRB4600 robot with IRC5 controller, running RobotWare 5.15, was 

responsible for material handling in a process consisting of three operations performed 

by two CNC machines, operations OP1 (OKUMA LVT300 CNC lathe) and OP2 

(OKUMA MB-46VAE machining center), and a dedicated marking station OP3. Parts 

are transported to and from the cell with input and output conveyors. In the optimization, 

cell layout, targets, and motion parameters have been modified with the goal to optimize 

cycle time and energy efficiency. The optimization was performed in OPT Framework 

[14] with nondominated sorting genetic algorithm II (NSGA-II) [22]. 
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Figure 4. Model of the cell used in the case study 

 

After the simulation-based multi-objective optimization is performed, the decision-

maker is presented with a whole range of possible solutions that are placed on an 

approximation of the Pareto front. In the presented case, the objective space is 4-

dimensional and includes cycle time, peak power, energy consumption, and cell area. 

Figure 5, depict simulation results projected into two objectives space (i.e. time and 

energy consumption) as presented in OPT Browser (visualization and analysis tool from 

the OPT framework), at the bottom part of the figure, and visualization of a cell layout 

for selected solutions obtained from RS, in the top row. 

 

 

Figure 5. Visualization of the layout of different solutions obtained in RS based on simulation results selected 

from OPT Browser plot. 

 

Figure 6 presents a visualization in HL of one of the solutions obtained during the 

optimization process. In this snapshot from the HL video stream, there is a visible part 

of the screen with OPT Browser, where the selection of a solution to visualize was made 

and the screen with simulation performed in RS. In this case, RS received simulation 

configuration through VDM Hub while HL received pre-recorded simulation values. In 

HL users get a notification which optimization evaluation is currently displayed, see 

Figure 7. 
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Figure 6. Sending results from optimization to HL. 

 

 
Figure 7. Visualization of selected solution for robotic cell with IRB4600 robot through HL 

4.2. Visualization from the Real Controller 

In the second case, information was obtained from the real controller with the use of 

implemented interface. The mixed reality application was tested with an industrial ABB 

IRB 2600 robot that can be found at Assar Industrial Innovation Arena. 

The developed visualization can be seen in the screen grabbed from the HL 

presented in Figure 8. The main visualization elements are virtual robot visualization, 

live command dialogue, joint tooltip, graphs, and robotic targets. 

a) The virtual robot mimics the actual robot. 

b) The live command dialogue indicates the currently executed line of the robot 

controller code.  

c) The joint information spline tooltip displays the joint’s position and velocity. This 

information panel moves along with the joint.  

d) The graph displays a trend of the second joint position. 

e) The robotic targets are visualized with the use of frames that also indicate 

orientation. 
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All these GUI elements can be hidden or displayed depending on the aim of the 

mixed reality user. 

 

 

 
Figure 8. Robotic application for HoloLens 2. Main elements include a) virtual robot visualization, b) live 

command dialogue, c) joint tooltip, d) graphs and e) robotic targets 

5. Conclusion and Future Work 

In the paper, we presented a visualization of optimization results and visualization 

of information obtained from the robot controller and the integrated communication 

framework. The integrated communication framework includes a VDM hub that allows 

exchange between HL, optimization platform, robotic OLP, and simulation software as 

well as a real robot controller. In the case study, optimization of the robotic cell was 

performed with respect to cycle time, energy consumption, and layout, and selected 

solutions were transmitted to HL for assessment. 

The different visualization elements such as robot targets, command lines, joint 

information can be helpful for robot programmers and operators. Nevertheless, the 

possibility of making decisions, doing changes to the robot program, and directly 

implementing it into the cell using the same HL device will bring the full potential of 

this technology. 

5.1. Challenges 

The challenges faced are how to create mixed-reality user interfaces. There are 

currently very few specific protocols that help guide the design of MR interfaces. 

Different established guidelines in augmented reality user interfaces and virtual reality 

best practices can be used as a reference. 

One of the challenges of HL development was experiencing performance issues. 

CPU performances include app logic, including processing input, animations, and 

physics. On the other hand, the Graphics Processing Unit (GPU) handles the application's 

graphics transforming 3D into pixels. CPU problems were experienced because of the 

C# scripts implemented into the Unity project. GPU low performances were also 

experienced, which can be dramatically affected by using shaders not prepared for mixed 

reality and 3D models with high complexity and polygons [23]. 

a)

b)

c)

d)

e)
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Some of the performance issues could be overcome with the utilization of remote 

rendering [24], where an external PC can stream remotely rendered content to HL while 

receiving input stream from HL. 

5.2. Future Work 

The future work involves implementing different features that facilitate the deployment 

in a factory environment. Spatial anchoring was tested for this aim, see Figure 9. Spatial 

anchors enable a user to find nearby objects to anchor them along with the virtual 

counterparts and share these anchors with multiple devices and users. This is useful to 

anchor the virtual robot to the location of the physical robot in the factory and does not 

require the placement of additional markers. This anchor could be shared with different 

potential users in the factory, such as robot programmers and operators. However, the 

accuracy performance needs to be further investigated. 

 

 

 
Figure 9. Spatial anchoring in the robot cell. 

 

The main future work remaining is to implement more tools that enable a 

comparison of real robot current solutions and optimized scenarios, consequently 

improving the decision-making and creating more optimal robotic paths in real-time. 

Also, adding functionality for replaying several recordings simultaneously in HL can 

give better support for comparing different simulations and improving decision-making. 

In those future steps user evaluations are planned to assess the concept and support 

further development of the proposed augmented reality-based interface in a human-

centric way. 
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