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Abstract. This paper mainly studies mixed variational inequality problems and 
related  problems . We use the residual gap function to represent the regular gap 
function and D-gap function of the mixed variational inequality problem; In addition, 
we use the regular gap function and the D-gap function to describe the error bounds 
of the mixed variational inequality problem under the assumption of the  relaxed co-
coercive of the  monotonicity operator. 
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1. Introduction 

The mixed variational inequality problem (MVIP)  is to find a point Kw 
*  , such that 

  Kwwgwgwww  ,0)()(,
*** . 

Here,
,

is inner product in n

R , n

R is a n-dimensional Euclidean space, :g  RR
n  

  is a proper convex function with lower semi-continuous. K is the non-empty closed 

convex subset of n

R , nn

RR  :  is the continuous mapping.  

Lescarret et al. studied MVIP [1,2] for the first time in 1960. With the deepening of 

research, MVIP has been continuously studied and applied, such as economic 

equilibrium problem [3]. In 2006, Huang introduced the concept of generalized g-

projection operator[4] when studying mixed variational inequalities. This operator 

retains many good properties of projection operators. One of the important tools for 

inequality problems. Li [5] used the properties of the generalized g-projection operator 

to express the error bound of the mixed variational inequality problem with the residual 

gap function under the assumption of strong monotonicity. However, the conclusion is 

based on the assumption of strong monotonicity operator. Recently, Noor [6] introduced 

the concept of relaxed cocoercive monotonicity of mapping to study the error bounds of 

variational inequalities, and relaxed co-coercive monotonicity is a monotonicity that is 

weaker than strong monotonicity. 

This article uses residual gap function to represent regular gap function and 
D gap 

function  in mixed variational inequality problem; Under the assumption of relaxed co-
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coercive monotonicity, the generalized g-projection operator is used to express the error 

bounds of the mixed variational inequality problem with the help of the regular gap 

function and the D-gap function. 

2. Preliminaries 

The necessary definitions and lemmas are given in this chapter. First, assume K  is the 

non-empty closed convex set of n

R , nn

RR  : is the continuous map. 

  RRg
n

:  is a proper convex function with lower semi-continuous.  

 

Definition 1. [5-7] If there is 0  ,  

s. t. n

Rvwvwvw  ,,)()(  , 

it is said that mapping   is
  Lipschitz continuous. 

If there is 0  ,  

s. t. n

Rvwvwvwvw  ,,)()(),()(
2

 , 

it is said that mapping   is co-coercive  monotone. 

If there is 0  ,  

s. t. n

Rvwvwvwvw  ,,),()(
2

 , 

it is said that mapping   is  strongly monotone. 

If there is 0, �

 , 

 s. t. n

Rvwvwvwvwvw  ,,)()(),()(
22

 , 

it is said that mapping   is   ,� relaxed co-coercive monotone. 

 

Definition 2. [4] The generalized g-distance function   RKRG
n

:�  is 

defined as 

.0,,),(2,2),(
22

  KRzzgzzuG
n  

Definition 3. [4] The generalized g-projection operator is defined as 

.,),(inf),(:)(Proj n

K

g

K RwwGuGKuw 













 
Lemma 4. [4] The following conclusions are hold, if 0 , then for any n

Ru , 

)(Proj um
g

K  if  and only  if  

.0,,0)()(,   �Kwmgwgmwum  

3. Error Bound 

This chapter will present the results of this article in the error bounds. First, the residual 

gap function defined by the generalized g-projection[5] is as follows: 

.,0)),((Proj)( ng

K RzzzzzR  

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Lemma 5. Let any constant 0 , then 0)( zR


, if and only if n

Rz  is the solution 

of  MVIP. 

Proof . 0)( zR
  is equivalent to ))((Proj zzz

g

K   . According to lemma 4, we 

have  

.0)()(),(()()(),(  zgwgzwzzzzgwgzwz 
 

So, we get 

  .0)()(,  zgwgzwz  

This means z  is the solution of MVIP.                                                                  ∎ 

Below we introduce the regular gap function under the generalized g-projection 

operator [8], and give some related conclusions and the MVIP error bounds described by 

the regular gap function. The regular gap function of  MVIP as follows: 

0,,
2

1
)()(),(max)(

2
















 n

Rw

RzwzwgzgwzzzM
n

. 

 

According to the definition of the regular gap function, we know that for any 

constant 0 , the following is  holds                  

.,)((Proj
2

1
)))((Proj()())((Proj),()(

2

�

ng

K

g

K

g

K RzzzzzzgzgzzzzzM  



 (1) 

Then there is 0)( zM
  for any n

Rz . Based on Lemma 4, we can obtain the    

relationship between the residual gap function and the regular gap function. 

 

Lemma 6.  For any constant 0 , the following is holds 

.,
2

1
)(

2
n

RzzRzM  ��



  
Then 0)( zM



 
if and only if  n

Rz  is the  solution of MVIP. 

Proof.   From Lemma 4, we can get  

.0)))((Proj()())((Proj)),(())((Proj ng

K

g

K

g

K Rwzzgwgzzwzzzz  �

Let zw  , then we have 

.
1

)((Proj
1

))((Proj()())((Proj),(
22

��zRzzzzzgzgzzzz
g

K

g

K

g

K







 

 
Then, from (2.1) we can get 

.)(
2

1
)(

2

1
)(

1
)(

2

1
)))((Proj()()(),()(

2222

zRzRzRzRzzgzgzRzzM
g

K




 

 
For any

n

Rz , if 0)( zM
 , then there are 0)( zR

 , so z  is the solution of MVIP. 

On the contrary, let z  be the solution of MVIP, then there is ))((Proj zzz
g

K   , 

substituting (1), so 0)( zM
 .                                                                                         ∎ 

 

Theorem 7.  Assuming the following conditions are true, 

(1)   is
 Lipschitz continuous; 

(2)   is   ,� relaxed cocoercive monotone on n

R  
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If 
*

z is the solution of MVIP, then for any 
n

Rz , 0  and 



2

12
 , 

there is 

.)(

2

1

1

2

*
zMzz




 



 

Proof . Since 
*

z  is the solution of MVIP and relaxed co-coercive monotone, we can get 

            

.
2

1
)()(),(

2

1
)()()()(),(

2

1
)()(),()(

2
**

2
*

2
*2**

2
**

2
*

2
***

2
***

zzzgzgzzzzzzz

zzzgzgzzzzzzz

zzzgzgzzzzM

















            (2) 

Therefore, we have 

.0)()(),( **

 zgzgzzz
 

Combine (2), we have 

.
2

1

2

1
)(

2
*2

2
*

2
*

2
*2

zz

zzzzzzzM



















��

 
                                                                                                                                                                

∎ 

 

D-gap function[8] can be regarded as the difference between two regular gap 

functions with different parameters. Under some assumptions, the MVIP error bound 

described by the gap function is given. We define  D-gap function of MVIP as follows: 

.,0,)(
2

1
)(

2

1

)))()((Proj()))()((Proj()()(),()(

22

*g

K

*g

K

*,

n

RzzRzR

zgzzgzgzzgzRzRzuH










 
Lemma 8. Let any constant 0  , the following holds 

  ,)()(
2

1
)(

11

2

1
)()(

2

111

2

1 22
,

22
n

RzzRzRzRzHzRzRuR 
















 


��

 

then  0)(,

zH
 if

 
and only if n

Rz is the solution of MVIP. 

Proof.    For  all 0,  �nRz . By Lemma 4 , we get 

.0)))((Proj()())((Proj)),(())((Proj  zwgwgzzwzzzz
g

K

g

K

g

K 
 

Let ))(( zzPw
g

K   , we get 

  .)()(),()))((Proj())((Proj)()(,)(
1

zRzRzzzgzzgzRzRzR
g

KK

 


�

 
The combination (3) can be obtained 
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)()(,)(
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)()
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(
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1

)(
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1
)(
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1
)()(,)(

1
)(

22

22

22
,

zRzRzR

zRzRzRzRzRzRzRzRzR

zRzRzRzRzRzH



















��

�

(3) 

in the same way 

.)()(
2

1
)()

11
(

2

1
)(

22
,

zRzRzRzH





 
By Theorem 7, we know that z is the solution of MVIP when .0)( zM

                      ∎    

Furthermore, we will use the D-gap function to represent the MVIP error bound 

under the assumption of relaxed co-coercive monotone. 

 

Theorem 9. Assuming the following conditions are true : 

(1)   is
 Lipschitz continuous; 

(2)   is  ,� relaxed cocoercive monotone on n

R . If 
*

z  is the solution of  MVIP. 

Then for any 
n

Rz  and 0  ,
2

  , there is 

.)(
2

1

2

1 ,2*
zGzz




   

Proof .  According to the D-gap map and relaxed cocoercive monotone, we can get 

 

 

.
2

1

2

1
)()()()(),(

2

1

2

1
)()(),()(

2
*

2
**

2
*

2
***

2
*

2
***,

zzzzzgzgzzzzzzzF

zzzzzgzgzzzFzH












       (4) 

Since 
*

z  is the solution of  MVIP, therefore 

.0)()(),( **

 zgzgzzz  

Combining equation (4), we can get  
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2

1

2

1
(

2

1

2

1
)()()(

2
*2

2
*

2
**

2
*

2
*2,

zz

zzzzzgzgzzzzzH











 

                                                                                                                                     ∎ 

 

4. Conclusion 

We use the properties of generalized g-projection operators to describe the error bounds 

of MVIP with different gap mapping under a weaker monotonicity assumption. These 

works will provide more choices and some theoretical foundations for the study of error 

bounds of mixed variational inequalities and its algorithm design in the future. 
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