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Abstract. A susceptible-infected-susceptible (SIS) model with a nonlinear infection 
rate, a forecast model based on autoregressive integrated moving average (ARIMA), 
and a forecast model based on long short-term memory (LSTM) artificial neural 
networks were developed using the COVID-19 epidemic data from four countries 
(China, Italy, the United Kingdom, Germany, France, and Poland) to simulate and 
forecast the epidemic trends in these countries. The models were compared in terms 
of forecast errors, and the LSTM model was found to forecast virus transmission 
very well. 
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1. Introduction 

The virus that causes COVID-19 has spread rapidly since the outbreak of the epidemic 

in Wuhan at the end of December 2019. As of November 21, 2020, there was a 

cumulative total of 57,839,814 individuals with confirmed COVID-19 and a cumulative 

total of 1,373,300 deaths from COVID-19 worldwide; this disease continues to severely 

threaten human lives around the globe. Therefore, it is necessary to study virus 

transmission models so that the epidemic trends can be understood and forecast in a 

timely manner and early preventive and control measures can be taken. 

In 1927, to reflect the virus transmission process, Kermark and McKendrick 

proposed the compartment model. Classical compartment models include the SI, SIS, 

and SIR models. To better reflect the development of infectious diseases, various 

improvements in the classical compartment model have been made over nearly a century. 

Fan et al. used the SEIR model to simulate the spread of the epidemic in Wuhan and 

forecast and analyzed the inflection points. They well forecast the development trend of 

the epidemic and proposed prevention and control measures; in addition, they also noted 

that the model is unable to judge the length of the incubation period, and therefore, it is 

difficult to count the number of people in the incubation period[1]. Chang et al. 

established a model with a nonlinear infection rate to investigate the impact of media 

coverage on the infection rate in an infectious disease model; they analyzed the local 

stability of each equilibrium point and the global stability of the model validate the model 

and demonstrate the important influence of media coverage on disease transmission [2]. 

However, it is difficult to determine the threshold of the nonlinear function when the 
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model is used in actual situations. Chen et al. developed a time delay dynamic 

transmission model that considered that COVID-19 infections occurred in the incubation 

period and noted the importance of isolation for epidemic prevention and control; 

however, the model has a drawback: the infection rate in the incubation period cannot be 

determined [3]. Esmaeilzadeh et al. used an autoregressive integrated moving average 

(ARIMA) model to fit and analyze data from Iran to derive the influence of crowd 

gatherings on virus transmission and suggested prevention and control measures to curb 

the spread of the epidemic; however, they noted that the model is susceptible to the 

influence of outlier data and only has good performance in the very short term [4]. Based 

on preprocessing of epidemic data, Sheng et al. applied a logistic model for the free 

transmission stage to compare and analyze the epidemic data five days in advance and 

later with the actual data[5,6], demonstrating the importance of taking timely epidemic 

prevention measures. Luo investigated deep learning-based techniques for infectious 

disease forecasts[7~9]; the forecast of hand, foot and mouth disease in Xiamen was 

studied in detail using linear and nonlinear relations in modeling; and the forecast 

accuracy of an ARIMA model was compared with that of the long short-term memory 

(LSTM) model with different step sizes, achieving good results [10]. 

In the present study, we used global COVID-19 epidemic data released by the Johns 

Hopkins University Center for Systems Science and Engineering to establish an SIS 

model with a nonlinear infection rate[11], an ARIMA model[12], and an LSTM 

model[13] for forecasting the epidemic trends in four countries (China, Italy, the United 

Kingdom/UK, Germany, France, and Poland). The forecast accuracies of the models 

were quantified to determine the method that can best reflect the development trends of 

the epidemic, so as to provide guidance for future epidemic prevention and control. 

2. Data Description 

This study was conducted based on epidemic data from four countries (China, Italy, the 

UK, Germany, France, and Poland) derived from the global COVID-19 epidemic data 

and statistics website published by the Johns Hopkins University Center for Systems 

Science and Engineering[14]. The data source started on January 22, 2020, and continues 

to date, with data updated every morning and evening. The data sources contain three 

data files: time-series statistical data of the cumulative numbers of confirmed cases, 

deaths, and recovered cases during the COVID-19 pandemic[15]. Thus far, the epidemic 

has been largely controlled in the four countries, and this study focuses on forecasting 

during the early stage of the epidemic. For this reason, the data from January 22 to April 

11, 2020, were selected for China and, to facilitate the study, the data from March 1 to 

June 30, 2020, were selected for the other three countries, where the COVID-19 epidemic 

outbreak occurred relatively late. 
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3. Introduction to the Modeling Methods 

3.1. Sis Model with a Nonlinear Infection Rate 

Based on the COVID-19 transmission mechanism, this study uses an SIS model as the 

baseline model[16]. This model divides the population into two compartments, and the 

population is transferred between the compartments with a certain probability. The 

transmission mechanism is shown in the following figure 1: 

 

Figure 1. Transmission mechanism, SIS model. 

where S is the healthy state and I is the infected state. The S population contacts the 

I population and is infected with a probability β, becoming the I population; the I 

population recovers with a probability γ, becoming the S population[17]. The SIS model 

is expressed as follows: 
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In the above expression, N = S + I. Because the transmission of infectious diseases 

can be affected by a variety of factors, the infection rate β in the SIS model is often 

nonlinear[18]. Under human intervention, the infection rate tends to decrease gradually. 

Wang considered the deterministic infectious disease model with an infection rate of  I
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where m is the influencing factor and is greater than zero. Clearly, the function 

decreases monotonically in the domain of definition, and hence, it is consistent with the 

development of the epidemic in the presence of government intervention or increased 

public awareness of epidemic prevention. 

3.2. Arima Model 

Proposed by Box and Jenkins, ARIMA models are widely used for time-series data 

forecasting. These models are suitable for stationary time-series data, and nonstationary 

time-series data can be made stationary by methods such as log transformation and 

differentiation[19]. The ARIMA model has three parameters, i.e., p, d, and q: 
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autoregressive order, differential order, and moving average order, respectively. The 

model is mathematically expressed as follows: 
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In determining the three parameters of the ARIMA model, the present study 

introduced the Akaike information criterion (AIC) to avoid the subjectivity of judgment 

using autocorrelation and partial autocorrelation plots. The AIC was proposed by Akaike 

in 1973, with a full name of the minimum information criterion, which is a standard 

measure of the goodness of fit of a statistical model. In the present study, the AIC value 

was used as a criterion for model optimization, and the optimal ARIMA parameters were 

obtained through iteration. 

3.3. Lstm Model 

The LSTM network was proposed by Schmidhuber in 1997 to overcome the gradient 

disappearance and gradient explosion problems of traditional recurrent neural networks 

(RNNs). It is built based on RNNs, with the addition of a memory module, which 

effectively solves the long-term dependency problem[20]. 

LSTM stores historical information through the state of memory units, each of which 

contains three “gate” structures, i.e., input gate, forget gate, and output gate, to control 

whether the state of the memory unit is to retain or discard the information. The structure 

of the LSTM memory unit is shown in the following figure 2. 

 

Figure 2. The structure of the LSTM model. 

The input, gating, and output are realized in a memory unit module through a “gate” 

structure, and precisely because of this special structure, the LSTM model is very 

effective for forecasting time-series data. 

4. Modeling of Covid-19 Transmission 

In the modeling process for China, the data from January 22 to March 1, 2020, were used 

for model fitting or training, and the data from March 2 to April 11, 2020, were used for 

model testing. In the modeling process for the other three countries, due to the relatively 

slow development of the epidemic, the data from March 1 to May 29, 2020, were used 

for model fitting or training, and the data from May 30 to June 30, 2020, were used for 

model testing. Then, the forecast values were compared with the actual values to assess 

the goodness of the model forecast. 
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4.1. Mechanism Modeling 

The training data for China and the other three countries were each imported into 

the improved SIS model, and the error between the fitted values of the model and the 

actual values was used as the loss function, which was minimized using the minimize 

function in the lmfit package (which encapsulates scipy.optimize to make it more user 

friendly) of Python to obtain the optimal model and parameters for each country. The 

optimal model parameters for the four countries are shown in table 1. 

Table 1. Optimal parameters for the improved SIS model. 

country m β γ 

China 0.00809260 0.34279596 0.03046488 

Italy 0.02488288 0.24021533 0.02850514 

the UK 0.06820503 0.38080172 0.00433425 

Germany 0.07834901 0.54591313 0.06554033 

To more intuitively show the forecast results of the improved SIS model, the results 

were visualized using plotly package in Python, which is a very powerful open-source 

data visualization framework that can create interactive graphs in web form. In this study, 

the graph_objects module was used to visualize the forecast results. The results are 

shown in the following figures 3-6. 

 

Figure 3. Forecast of the epidemic in China using 

the improved SIS model. 

 

Figure 4. Forecast of the epidemic in Italy using the 

improved SIS model . 

 

 

Figure 5. Forecast of the epidemic in the UK using 

the improved SIS model. 

 

Figure 6. Forecast of the epidemic in Germany 

using the improved SIS model.

As seen in the above figures, the number of daily infections is in general not very 

accurately forecast by the improved SIS model, except for a few countries, for which the 

forecast is barely acceptable. 

4.2. Machine Learning Models 

The training data were introduced into the ARIMA model, the parameter p was set 

to 0-4, and q and d were each set to 0-2, resulting in 32 different models. The optimal 
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model was obtained by minimizing the AIC of the model and the training data. The 

optimal parameters (p, d, q) for the ARIMA model were as follows: (3,1,1) for China, 

(3,1,0) for Italy, and (3,1,1) for the UK. The forecast results obtained using the optimal 

model are provided in the following figures 7-10: 

 

Figure 7. Forecast of the epidemic in China using 

the ARIMA model. 

 

Figure 8. Forecast of the epidemic in Italy using the 

ARIMA model.  

 

 

Figure 9. Forecast of the epidemic in the UK using 

the ARIMA model.  

 

Figure 10. Forecast of the epidemic in Germany 

using the ARIMA model.  

In the above figures, the red and blue curves show the actual and forecast numbers 

of infections in a country, respectively. When the fluctuation of a curve is not large, i.e., 

relatively smooth, the forecast results by the ARIMA model are fairly good; however, 

the forecast results are poor for cases with large fluctuations in data. 

Similarly, the training data were imported into the LSTM model, and the LSTM 

network was implemented using the Keras framework in TensorFlow. A total of 100 

epochs were trained, and the root mean square error (RMSE) was used as the loss 

function. After 100 training sessions, the loss decreased to 1e-4. The forecast results for 

the LSTM model are provided in the following figures 11-14: 

 

Figure 11. Forecast of the epidemic in China using 

the LSTM model. 

 

 

 

 

 

Figure 12. Forecast of the epidemic in Italy using 

the LSTM model.  
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Figure 13. Forecast of the epidemic in the UK 

using the LSTM model.  

 

Figure 14. Forecast of the epidemic in Germany 

using the LSTM model. 

 

In Figures 11-14, the yellow smooth curve shows the forecast number of infections 

using the LSTM model, and the blue curve is the actual number of infections. As seen, 

the LSTM model performs well in forecasting the epidemic for the four countries, a result 

that is attributed to the memory function of the LSTM network. In this study, after a 

number of training sessions, three was the optimal value of the parameter look_back. 

5. Comparison of Simulated Forecasts 

To facilitate the analysis of the forecast performance of the three methods, the forecast 

results obtained for the four countries using the three models in this study are provided 

in the following figures 15-18. 

 

Figure 15. Comparison of forecasts by the three 

models for the epidemic in China. 

 

Figure 16. Comparison of forecasts by the three 

models for the epidemic in Italy.  

 

Figure 17. Comparison of forecasts by the three 

models for the epidemic in the UK. 

 

Figure 18. Comparison of forecasts by the three 

models for the epidemic in Germany.

  

As seen in the above figures, the LSTM model has the best forecast performance 

among the three models. 
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To quantify the difference between forecast results, we used the mean absolute error 

(MAE) between the forecast and actual values as the reference standard. The MAE is 

defined as follows: 

1
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where i
y  is the forecast value and i

x  is the actual value. The smaller the MAE is, 

the smaller the error between the forecast and actual value, i.e., the better the forecast 

performance. The MAEs for the forecast results by different models for each of the four 

countries are provided in table 2. 

Table 2. MAEs for the forecast results by different models. 

Country Improved SIS model ARIMA model LSTM model 

China 14789 12187 1125 

Italy 10911 6099 567 

the UK 42895 4236 6281 

Germany 2126 782 116 

As seen in table 2, the LSTM model significantly improved the forecast accuracy, 

and hence, the corresponding results are more in line with the actual development of the 

epidemic. 

6. Conclusion 

Based on data for the COVID-19 epidemic in China, Italy, the UK and Germany obtained 

from the Johns Hopkins University Center for Systems Science and Engineering, this 

study discussed and established an SIS model with a nonlinear infection rate, an ARIMA 

model, and an LSTM model and used them to forecast the development trends of the 

COVID-19 epidemic. The MAEs between the simulated forecast values and the actual 

values were calculated as the basis for model comparison. The LSTM model had the best 

forecast performance among the three models. The forecast results for the LSTM model 

based on the available data had high accuracy. In addition, the LSTM model has a built-

in function for preventing overfitting, which indeed served the purpose. Therefore, the 

LSTM model can well forecast the future transmission trends of the COVID-19 epidemic, 

which has far-reaching significance for the prevention and control measures in response 

to the development of the epidemic. 
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