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Abstract. Lossy compression plays a vital role in modern digital image processing 
for producing a high compression ratio. However, distortion is unavoidable, which 
affects further image processing and must be handled with care. Providing a desired 
visual quality is an efficient approach for reaching a trade-off between introduced 
distortions and compression ratio; it aims to control the visual quality of the 
decompressed images and make them not worse than the required by a user. This 
paper proposes an intelligent lossy compression method of providing a desired 
visual quality, which considers the complexity of various images. This characteristic 
is utilized to choose an appropriate average rate-distortion curve for an image to be 
compressed. Experiments have been conducted for Discrete Cosine Transform 
(DCT) based lossy compression coder, Peak Signal-Noise Ratio (PSNR) has been 
employed to evaluate the visual quality. The results show that our new method has 
the ability to provide a general improvement of accuracy, and the proposed 
algorithm for classifying image complexity by entropy calculation is simpler and 
faster than earlier proposed counterparts. In addition, it is possible to find “strange” 
images which produce the largest errors in providing a desired quality of 
compression. 
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1. Introduction 

Nowadays, image size has the trend to increase dramatically with the development of 

imaging technology and the widespread use of digital images [1-3]. Massive large size 

images result in a high cost of storage resources and low time efficiency of transferring 

via communication lines. Therefore, compression plays an important role in image 

processing when it is required to reduce the data size and becomes necessary before 
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storage and transmission. Generally, the compression techniques are divided into two 

categories, namely lossless and lossy. Lossless compression is able to produce an ideally 

reconstructed image with a limited compression ratio (CR) [4, 5]. In contrast, lossy 

compression outperforms the lossless compression in terms of CR, but the distortions are 

unavoidably introduced [4, 6, 7]. Lossy compression has been widely used in 

applications where a certain degree of losses is acceptable due to its higher CR, and a 

great number of coders has been proposed, most of them focus on increasing the CR with 

limited degradation of compressed image quality [4, 8-10].  

A task that appears is to provide the desired quality quickly enough and accurately 

(quality of compressed images can differ a lot for a given quantization step or bpp of a 

used coder). One way out is to apply an iterative procedure that performs multiple 

compression/decompression, image quality estimation, and coder parameter 

changing[11, 12]. However, such a procedure might require a considerable and a priori 

unpredictable number of iterations and, thus, take a lot of time. An alternative is to apply 

two-step procedures[13-17] that employ average rate-distortion curves obtained in 

advance to determine the coder parameter at the first step, one 

compression/decompression to determine quality for a particular image to be compressed, 

coder parameter correction, and the second (final) step compression. The drawback of 

this procedure is that sometimes its accuracy in providing compressed image quality can 

be insufficient [15, 17]. This happens if the characteristics of a particular image differ a 

lot from “average” ones. Then, it is possible to carry out a simple classification of images 

before their lossy compression[14] and use different average curves for different groups 

of images. This partly helps, but there can be “strange” images. Besides, it is desired to 

carry out preliminary classification faster and more reliably.   

In this paper, we show that image classification can be done on the basis of entropy 

calculation and comparison to a set of thresholds. This allows fast detection of “strange” 

images and division of other images into three groups (simple, middle, and high 

complexity). This results in better (more accurate) providing of the desired PSNR in the 

range where introduced distortions are visible.     

2. Method     

Generally, some parameters in lossy compression are used to control the CR and, 

simultaneously, visual quality of compressed image, whether this coder is DCT-based, 

or DWT-based or other. In the DCT-based coder AGU [18] considered in this paper, the 

parameter is quantization step (QS). In previous works [13, 15], we have studied the 

dependence of visual quality on QS, and several visual metrics have been investigated. 

It has been demonstrated that there are common trends where a larger QS corresponds to 

lower visual quality for each particular image. However, the metric values for different 

images vary greatly for a given QS, particularly in PSNR and especially if PSNR is about 

30 dB. Therefore, the accuracy of the two-step method on PSNR is lower than other 

metrics and can be even unsatisfactory. 

To improve the accuracy of the two-step method of lossy compression, the 

complexity of images was introduced in [14]. High texture image often gets the lower 

PSNR than simple texture image for the same QS, and this means that image complexity 

is another factor that determines visual quality. Consequently, an alternative approach 

proposed was to divide images into simple and complex structure ones and have two 

average rate-distortion curves, respectively. The classification strategy in [14] was either 
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to predict the PSNR value of an image set for some QS value(s) or to calculate CR for 

lossless compression (CRlossless). It was supposed that these parameters being compared 

to thresholds are able to classify images. The calculation of CRlossless is time-consuming 

compared to the two-step method, the PSNR on QS equal to 30 can be utilized to replace 

it for the relatively high coefficient correlation of both compared to other QS values, they 

are 0.32 for Pearson and 0.13 for Spearman, but this also requires additional 

computations. The adaptive two-step method was implemented as follows: the prediction 

algorithm of PSNR on test image was conducted firstly, then classification is carried out; 

finally, the suitable average rate-distortion curve is chosen to run the two-step procedure. 

This approach partly helps to improve the accuracy, but the prediction of PSNR is still 

not fast as we desired. Another problem is that the extreme images are difficult to point 

out, which has strange performance for the two-step method.  

In this paper, we propose a new approach to solve the problems mentioned above. 

Our idea is based on the assumption that the entropy is able to characterize the image 

complexity. In fact, entropy has been used to determine the complexity of images to 

detect defects on 3D printed surfaces [19]. To verify the theoretical feasibility, the 

entropy data have been obtained for our image set (including 61 gray-scale images of the 

size of 512×512 pixels). The result is shown in figure 1.  

 

   (a)                        (b)                          (c)                                                         

Figure 1. Entropy values for 61 gray-scale 
images. 

Figure 2. Image examples, (a) simple image, (b)        
middle complexity image, (c) complex image. 

For 61 images, entropy varies from 0.5 to 7.9, along with CRlossless varying from 

100.7 to 1. The correlation coefficients for these two indicators of image complexity are 

-0.74 for Pearson, -0.88 for Spearman, and -0.76 for Kendall, respectively. The larger 

CRlossless corresponds to simpler images; meanwhile, the entropy value is smaller, and 

vice versa. It is easy to roughly divide the images set into three levels according to the 

entropy of an image: 1) complex image if entropy >7; 2) middle complexity image if 

6<entropy≤7; 3) simple complexity image if entropy<6. Three examples are shown in 

figure 2, corresponding to three levels of complexity. 

Figure 2 (a) is the remote sense image Frisco, which has a large uniform area as the 

background, and it belongs to the simple image set according to entropy (5.8166). Figure 

2(b) shows a texture image (numbered as #12), which has strong texture information, 

and it belongs to the middle complexity image set since its entropy equals 6.799. The 

last one is the image Baboon with the entropy equal to 7.3579, which is the typical 

complex image for its rich texture information and complex composition. Based on the 

comparison of the three images, it proves that our classification strategy roughly 

corresponds to the complexity of the image. 

Similarly to [14], the average rate-distortion curves have been obtained for three 

level basic image sets, 4 images in the simple image set, 15 images in the middle 

complexity image set, and 17 images in the complex image set. These curves are shown 
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in figure 3; the curves of three images (shown in Figure 2) are also present in the 

corresponding plots. Three average curves have the trend in common, PSNR decreases 

monotonically along with QS increasing, and the average curves are approximately 

“locally parallel” to other curves of the corresponding complexity images, but the 

curvature deviations of different images sets are different.  Among them, the images in 

the simple image set have the largest diversity compared to the other two sets. 

   (a)                          (b) (c)  
Figure 3. Dependence of PSNR on QS, (a) simple images; (b) middle complexity images; (c) complex images. 

According to the two-step method, these curves are the most important data for 

calculating QS values for the first and second steps of compression for providing a 

desired visual quality. First, the estimated QS (QSest) value is obtained from one point 

on the average rate-distortion curve (chosen according to the entropy of an image be 

compressed), where PSNR is the closest to the desired value PSNRdes. Subsequently, 

equation (1) is employed to calculate the initial QS(QSinit) used in the first step 

compression, where M’ denotes the derivate of the curve in the point QSest. 
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                                                             (1) 

The first step compression is conducted with QSinit, then decompress and calculate 

the visual quality of decompressed image with respect to the original image. This initial 

PSNR (PSNRinit) is usually quite close to PSNRdes, but it can be not close enough to meet 

the requirement of a user; therefore, the second step is needed to reduce the error. The 

QS is corrected by equation (2) using PSNRinit. The second step is conducted with the 

corrected QS(QSdes) and produces a compressed image file, which provides a PSNR 

(PSNRpro) closer to PSNRdes than PSNRinit. 
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                                                      (2) 

3. Results and Discussion   

Test experiments were carried out on 61 images (including 36 basic images), and 

statistical results are shown in table 1, where three PSNR values (40, 35, and 30dB) were 

selected as the desired quality. We have determined the variance of PSNRinit for the first 

step (VARfir) and variance of PSNRpro for the second step (VARsec), MAXΔfinal denotes 

the maximum absolute error between PSNRpro and PSNRdes in the data group. The result 

proves that the second step compression has effectively reduced the error; the variance 

of PSNRpro does not exceed 1.5 dB2. Compared to the basic two-step method, the 

accuracy has been, in general, improved by our new approach with entropy classification. 

However, there is still some detailed information that needs to be noted. The errors in 

the simple image set are larger than in the other two sets, and the largest error in it occurs 
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in the desired PSNR equal to 40dB, while in the other two sets, the largest error occurs 

in the lowest desired PSNR (as it was in our works [13-15]).  

The problems for the simple image set are due to three “strange” images presented 

in figure 4; their dependences of PSNR on QS are given. As one can see, these are 

artificially created images with a limited number of value levels (specific histograms of 

image values). Rate-distortion curves for them might not be monotonous or differ a lot 

from the average curve. This causes problems in using the expressions (1) and (2) in 

providing the desired quality. Then, preliminary calculation of entropy can show in 

practice that one deals with a “strange” image (if entropy is smaller than 3, “be careful”). 

Table 1. Statistical results 

Image set PSNRdes VARfis VARsec MAXΔfinal 

Simple test image set 
40 26.1129 1.4352 4.4539 

35 20.153 1.4246 2.8279 

30 15.2624 1.1545 1.9385 

Medium test image set 
40 0.1583 0.0033 0.2394 

35 0.6986 0.486 0.8277 

30 2.4614 0.4111 1.907 

Complex test image set 
40 0.3173 0.0238 0.5398 

35 1.3866 0.1221 1.4162 

30 3.6813 0.3083 2.4022 

  

                  (a)                                     (b)                                     (c)                                         (d) 
Figure 4. Special (“strange”) images and their dependences of PSNR on QS: (a) Ruler, entropy=0.5; (b) texture 
#40, entropy=2.9994; (c) texture #42, entropy=2.9833; (d) Rate-distortion curves for these images. 

4. Conclusions 

We have considered providing a desired quality of lossy compressed images 

(characterized by PSNR) for the DCT-based coder AGU. Principal problems have been 

demonstrated dealing with the fact that the complexity of an image subject to 

compression can differ a lot. Due to this, rate-distortion characteristics for different 

images differ a lot. Following the earlier introduced approach, we have proposed to carry 

out preliminary classification of image complexity that allows distinguishing the images 

into simple, medium, and complex (and to detect “strange” images as well). The 

advantage of the proposed approach to classification is that it is based on entropy that 

can be calculated quickly and then compared to thresholds. Since several average rate-

distortion curves are pre-determined, applying the two-step compression method using 

pre-classification results is possible. This allows sufficient improvement of accuracy in 

providing a desired quality of compressed images.     
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