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Abstract. Increasing manufacturing efficiency has been a constant challenge since 

the First Industrial Revolution. What started as mechanization and turned into 

electricity-driven operations has experienced the power of digitalization. Currently, 

the manufacturing industry is experiencing an exponential increase in data 

availability, but it is essential to deal with the complexity and dynamics involved 

to improve manufacturing indicators. The aim of this study is to identify and allow 

an understanding of the unfilled gaps and the opportunities regarding production 

scheduling using machine learning and data science processes. In order to 

accomplish these goals, the current study was based on the Knowledge 

Development Process – Constructivist (ProKnow-C) methodology. Firstly, 

selecting 30 articles from 3608 published articles across five databases between 

2015 and 2019 created a bibliographic portfolio. Secondly, a bibliometric analysis, 

which generated comparative charts of the journals’ relevance regarding its impact 

factor, scientific recognition of the articles, publishing year, highlighted authors 

and keywords was carried out. Thirdly, the selected articles were read thoroughly 

through a systemic analysis in order to identify research problems, proposed 

solutions, and unfilled gaps. Then, research opportunities identified were: (i) Big 

data and associated analytics; (ii) Collaboration between different disciplines; (iii) 

Solution Customization; and (iv) Digital twin development. 
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Introduction 

Technological development in recent decades has provided a huge amount of data. This 

dataset is known as Big Data [1]. The manufacturing industry is experiencing several 

advantages from this data availability [2]. Some of these benefits turned out in higher 

quality and productivity [3]. On the other hand, it is essential to deal with the dynamics 

involved in it. Despite the benefits and opportunities, there are many risks to improve 

manufacturing indicators that cover qualified professionals and complexity [4]. 
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The development of computer science tools offers high potential to change the 

manufacturing domain. Some of these developments are applied to machine learning 

(ML), which is the ability of computers to solve problems without being programmed 

to do so [5]. Although computer engineering has been such a challenge for many 

manufacturing companies, the absence of its full potential application can increasingly 

affect their competitiveness level. 

Strong candidates to surpass most of the major challenges of complex 

manufacturing systems are ML algorithms. This data-driven approach is capable of 

solving highly complex, non-linear patterns in data of several types and sources and 

transforming raw data into models, which are then applied to prediction, and in this 

case, production scheduling [5]. 

The application of ML techniques has increased over the last years due to several 

factors, such as the availability of complex data with poor transparency [6] and the 

increased convenience and power of ML tools. Many ML algorithms are developed to 

analyze large amounts of data and are capable of handling high dimensionality [7]. 

This paper presents a literature review for ML methods and data science processes 

applied to the production scheduling in manufacturing. The main contribution of this 

research is to identify which trends and proposed solutions have been developed from 

the last five years as well as to find unfilled gaps and opportunities of research in this 

field. 

This research is organized into five sections. The first section is the introduction; 

the second section presents the methodological aspects; the third section describes the 

research development; the fourth section discusses the main conclusions and, finally, 

the fifth one exhibits the final considerations. 

 

1. Methodological aspects 

According to [8], a methodological framework consists of an examination and 

description of the approaches used in the research, in order to define the set of methods, 

procedures, and assumptions relevant to the subject. The lack of a standard that allows 

the adoption a single procedure to establish the research methodology allows the choice 

of the methodological framework to vary according to the researcher’s knowledge [9]. 

In addition, [10] stated that a research can be classified according to both its 

purpose and design. Goal-based research is divided into three groups: exploratory, 

descriptive and explanatory. The design-based study contains two main groups: paper-

source or people-source research. Paper-source research has two categories: 

bibliographic and documentary. People-source has several categories as experimental, 

ex-pos-facto, gathering, case study, action research, and participant. Considering the 

goal of this research, it can be labeled as exploratory, as it aims to provide greater 

familiarity with the topic, in order to make it more explicit or make hypotheses. It can 

be said that exploratory research has as main objective the improvement of ideas or the 

discovery of intuitions. In addition, as the source of information is based on material 

already prepared, composed of scientific articles, the research was classified as 

bibliographic. Then, the approach adopted proposed by [10] is summarized in Figure 1. 
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Figure 1. Methodological structure. 

 

The development of the study was based on the Knowledge Development Process 

– Constructivist (ProKnow-C) methodology, proposed by [8]. This methodology is 

divided into four steps: (i) bibliographic portfolio selection; (ii) bibliometric analysis; 

(iii) systemic analysis and; (iv) definition of the research question and objective. The 

purpose of using this methodology is to facilitate the selection of relevant articles as it 

aims to identify references with high academic relevance in databases accessed through 

the Internet, using the bibliometric analysis to filter the selected articles. 

The ProKnow-C methodology is adopted up to the systemic analysis step as the 

goal of this research is to identify trends and opportunities related to the topics under 

analysis. Access to research in databases was carried out through the CAPES journal 

portal. The software that supported the study was Mendeley Desktop © version 1.19.4 

and Microsoft Excel for Mac 2011 version 14.3.9. 

2. Research development 

The research process begins with a problem that will motivate the search for data to be 

examined. The bibliographic portfolio along with bibliometric and systemic analysis, 

are the main steps towards achieving the research goals [10]. The portfolio includes all 

relevant published content for the main topic and analysis is vital to discover new 
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opportunities and gain a deep understanding of production scheduling using machine 

learning and data science processes. 

2.1.  Bibliographic portfolio 

The bibliographic portfolio contains scientifically recognized publications from 2015 to 

2019 and encompasses the most developed stage of knowledge on the subject so far. 

In this study, three axes were chosen to be analyzed: Data Science, Production 

Planning and Machine Learning. In order to have a precise search, 18 keywords were 

defined to better match the axes analyzed. 

The Boolean operators “AND” and “OR” were used to find articles associated with 

the keywords. The combination used was: ("data analytics" OR "data mining" OR 

"complex event processing" OR CEP OR "predictive analytics" OR "data acquisition") 

AND ("Production planning” OR scheduling OR "mixed-integer program*” OR MILP 

OR "monitoring system*” OR prediction OR "smart manufacturing" OR "intelligent 

manufacturing”) AND ("regression learning" OR "supervised learning" OR "pattern 

classification" OR "supervised classification" OR "artificial intelligence" OR "machine 

learning"). 

There are several scientific databases for searching publications, but only five were 

selected due to a preliminary analysis of both their relevance in manufacturing research 

and the availability of full access. They were: Web of Science, Wiley, ProQuest, 

Scopus and IEEE (Figure 2). 

 

Figure 2. Research scheme. 

The result obtained by primary research in the databases had a total of 3608 

publications. For getting the best relevant articles from the bibliographic portfolio, four 

consecutive filters were performed for the current raw data: Published in related 

Vehicles, Duplicate Elimination, Title Reading and Abstract Reading. 

Then, a search was filtered for publication in related vehicles (i.e. in each database 

to select articles exclusively and in specific areas according to the research goal), such 

as Production Operations Management, Operations Research, Computer Science, 

Engineering and Decision Sciences. Therefore, the outcome was 1241 raw articles. 

Thus, Mendeley was used to help find the most relevant articles across the 

following three filters as Duplicate Elimination, Title Reading and Abstract Reading. 
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Mendeley is a free reference manager, which is used to facilitate access and analysis of 

each article. The main information of the portfolio such as authors, title, year of 

publication and journal were downloaded directly from the databases to Mendeley, in 

order to obtain a single set of data. 

Firstly, a duplication check was performed in Mendeley, resulting in a reduction of 

37 articles. Secondly, after reading 1204 article titles, the portfolio was reduced to 86 

papers related to the topic. Thirdly, abstract readings of each remaining article were 

performed, resulting in 32 articles considered related to the research subject. The result 

of each filter is illustrated in Figure 3. 

 

Figure 3. Filter actions and results. 

2.2. Bibliometric analysis 

Bibliometric analysis is related to the understanding and evaluation of articles in the 

bibliographic portfolio. This analysis was performed through charts containing 

portfolio information, such as impact factor, number of citations, publications by year, 

type of research and most of the published journals. 

The portfolio impact factor, as shown in Figure 4, has a regular distribution, 

ranging from 1 to 6. Two journals can be highlighted with a higher impact factor. 

 

Figure 4. Impact factor of vehicle. 

In Figure 5 is possible to see several articles with a large number of citations. 

Through this number of citations, it is possible to conclude that the portfolio has good 

relevance. 
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Figure 5. Number of citations distribution. 

 

These two with more than 150 citations belonging to the authors Fei Tao and 

Zhiqiang Ge can be considered references in relation to the selected axes. 

The increase in the number of articles per year in the last five years of research 

(Figure 6) shows the trends of the most discussed and published subjects. The slight 

reduction in the last year is explained by the fact this is the current year. 

 

 

Figure 6. Number of articles published by year. 

Analyzing the classification of the 30 types of articles, 77% of the articles are 

classified as proposed solutions, with the remaining percentage divided equally in 

evaluation research and philosophical paper (Figure 7). 

 

 

Figure 7. Type of research. 
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It is usually possible to regularly check the publication of an article by journal, but 

its differentiation has been identified in some journals. Figure 8 presents this statement. 

IEEE Access is the journal with the largest number of publications. In addition, most of 

the articles in this journal were printed in the current year. 

 

Figure 8. Number of publications by journal and year. 

 

Conform to the results, 63% of the 30 published articles were classified as 

descriptive, and the others are opportunities for predictive and prescriptive 

developments (Figure 9). 

 

Figure 9. Classification of the research according to the result. 

And last but not least, a comparative chart was created on published articles 

classified by the manufacturing area to analyze how manufacturing topics were divided 

between these studies. It was identified in four categories: Virtual Manufacturing, 

Process and Planning, Control, and Scheduling and Quality Management. Their results 

are visible in Figure 10. 
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Figure 10. Published articles classified per manufacturing area and year. 

 

2.3. Systemic analysis 

The purpose of systemic analysis is to deeply study each article in the portfolio in order 

to find gaps in the literature. The criterion for finding gaps is based on the author’s 

decision about what is relevant to the research [11]. The articles were read and 

analyzed in full in the following aspects: objective, context problem, methodology, 

results, trends, and opportunities. 

And last but not least, after reading full-text filter, 12 articles were eliminated 

because they were not related to the research subject. The remaining articles resulted in 

20 articles. Then, an extra review of the article references was carried out and another 

17 articles were analyzed. From this review, 7 were eliminated and 10 added to the 

final portfolio. The final result of the number of articles in the portfolio is 30 articles. 

 

2.3.1. Identified research problems 

The main problems found by the authors were highlighted as follows. 

Large datasets: several studies in the portfolio reveal that there are many 

algorithms capable of solving production planning problems [12]. On the other hand, 

most of these algorithms take a long time to solve problems or fail when they work 

with large datasets. 

External factors: combining the use of different algorithms, it is possible to solve 

many complex artificial intelligence problems, such as maintenance prediction or 

digital twin. On the contrary, it is important to note that external factors are not 

considered, such as economic recession, weather or an accident [13]. 

Find the best algorithm: artificial intelligence is a broad concept, where there are 

many different strategies to be adopt. One such strategy is ML, which has several 

algorithms. Therefore, an important problem published by some portfolio authors is the 

difficulty in deciding which algorithm is more appropriate to use. 

 

2.3.2. Proposed solutions 

Although the models proposed in the portfolio can identify relationships between 

variables, they may not indicate a causal relationship. However, causality is essential in 
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identifying true root causes. Therefore, due to the complexity of the topic, researchers 

are challenged to investigate [5]. 

As stated by [14], process and planning are the most researched area of Big data in 

manufacturing. Therefore, manufacturers must be able to understand the exponential 

increase in demands for data production, even adopting the analytical techniques 

necessary to extract the meaning of this data. 

[15] stated both the digital twin and big data play important roles in promoting 

smart manufacturing. The digital twin allows manufacturers to access real-time 

information and validate data between physical and virtual equipment. Combined with 

accurate analysis and predictive resources, this technique can provide the manufacturer 

with a huge improvement in his productivity. 

It is proposed by [16] that ML can act with Big Data analytics. The role of Big 

Data is to retrieve the desired data from the database, and ML is to predict  information. 

By integrating the two techniques, it is possible to work with large datasets in different 

formats and provide a suitable solution for manufacturing. 

Finally [17], intelligent manufacturing means using advanced data analytics to 

complement physical science and improve productivity and decision making. Deep 

learning serves advanced analytics tools to process and analyze manufacturing data. 

The development of deep learning technologies, a subset of artificial neural networks 

with various layers, and their advantages over traditional ML is clear. Therefore, 

computational methods based on deep learning improve system performance in 

manufacturing. 

[18] presented a paper to provide a computational methodology based on industrial 

alarm analysis and an event-log database. Based on the results of frequent sequence 

mining. A novel methodology and associated network-based visualization technique 

have been published to learn how the alarm messages that occur represent the states of 

technology and can be applied to predict future events. In the end, a neural network 

was explicitly designed to capture long-term dependency on sequences, and a 

sequence-to-sequence deep learning model was proposed. 

 

2.3.3. Unfiled gaps identification 

For the raised problems and their solutions previously presented, some unfilled gaps 

can be identified. 

• Big data and associated analytics: these will be the key technologies to extract 

the required knowledge and provide intelligence in all engineering processes. 

As proposed by [14], it is logical that future work should focus on the 

development of systematic reviews and literature related to the manufacturing 

areas identified in this study, such as creating a systematic big data review in 

the manufacturing diagnosis. 

• Collaboration between different disciplines: the need for interdisciplinary 

studies related to artificial intelligence presents a great opportunity, but also a 

significant risk, as collaboration between different disciplines, such as 

Computer Science, Industrial Engineering, Mathematics, and Electrical 

Engineering, is necessary to boost progress, according to [5] and [15]. 

• Solution Customization: [19] states that manufacturing is undergoing a 

technological revolution that, in turn, should revolutionize the industry. On the 
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other hand, users will require more personalization and electronics features for 

all products. This will close the cycle between design, manufacturing, 

marketing, sales, and aftermarket fields of the manufacturing industry. 

• Digital twin development: the Digital twin enables manufacturers to manage 

two-way real-time mapping between a physical object and its digital 

representation, which opens the way for deep cyber-physical integration. [20] 

In combination with a digital twin, intelligent data-driven manufacturing will 

become more responsive, adaptable, and predictive. 

 

3. Discussion chapter 

Figure 11 shows the trends identified in the studies based on the selected portfolio. 

Process and planning show an increasing trend of study over the next years. Scheduling 

and control can be considered a stable field since the number of published studies is 

constant. It is interesting to note that Virtual Manufacturing shows a decline, but it is 

possible to infer that some related articles have not yet been published, justifying the 

decline. There is only one article related to Quality Management, so it is not possible to 

perform any analysis. 

There are several machine learning technologies available to researchers. Based on 

the portfolio, it is possible to assume that Artificial Neural Networks are the most used 

algorithm in the research field, with k-means in second place. 

 

 

Figure 11. Published articles in manufacturing across the years. 
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Figure 12. Types of machine learning more used in manufacturing. 

 

4. Conclusions 

The study does not attempt to exhaust the proposed subject, as there may be other 

sources to be investigated. Anyway, this work used a structured methodology 

designated ProKnow-C in a bibliographic and systemic analysis of production 

scheduling using machine learning and data science processes. 

Firstly, the bibliographic portfolio was created, composed of 3608 published 

articles, found in five databases between 2015 and 2019. Then, 30 articles relating to 

the topic were selected. 

Secondly, through a bibliometric analysis, the bibliographic portfolio was 

interpreted and evaluated. In addition, a comparison of the relevance of the journals in 

relation to the impact factor, scientific recognition of the articles, publishing year, 

highlighted authors and keywords was done. 

Thirdly, in the systemic analysis the entire portfolio was thoroughly read, in order 

to identify the research problems, the proposed solutions, and the unfilled gaps. The 

research opportunities identified were: (i) Big data and associated analytics; (ii) 

Collaboration between different disciplines; (iii) Solution Customization; and (iv) 

Development of digital twins. 

The use of the ProKnow-C methodology allows the researcher to have a deep 

understanding of the problems, goals, gaps, and opportunities under analysis. However, 

it depends on the researcher’s previous experience in selecting appropriate research 

axes and keywords in order to provide the best result. 

In future studies, the intention is to perform the Big data analysis associated with 

ML, and focusing on scheduling of the production process, since the use of these tools 

tends to be widely used in the industry. 
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