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Abstract. Breast cancer is a malignancy affecting many women worldwide and is 
associated with a high fatality rate. The paper's main objective is to detect the 
breast cancer tumor using a K-neighborhood and compare it with Decision Tree 
classification to evaluate accuracy using the Machine Learning technique. The k-
neighborhood algorithm is applied to 10 images from a dataset of more than 300. 
For the same, the accuracy values are evaluated. It consists of breast cancer images 
in the research study of K-neighborhood machines and a decision tree with 20 
sample sizes. Based on the statistical analysis, the significance value for 
calculating accuracy was p<0.05. Breast cancer detection is performed using a K-
neighborhood, which means 87.5% and 80.5% in the Decision Tree classification. 
The performance of the K-neighborhood is considerably improved than the 
Decision Tree classification in terms of accuracy.  

Keywords: K-neighborhood, Decision tree, Machine learning, Innovative 
Prediction, Breast cancer. 

1. Introduction 

Breast cancer is under high and low magnification; the form of the nuclei and the 

architectural pattern of the tissue is analyzed for breast cancer diagnosis creation of the 

classification prototype for evaluating breast cancer [1]. The resources that could be 

better spent examining patients and focusing on cases where disease classification is 

difficult to define are supplied with features that are usually the image processing 

computer-aided diagnostic that can be used [2]. Imaging diagnosis is hypothetical, and 

it entails radiologists or computer-aided detection systems interpreting various medical 

picture testing, including nipple aspirate fluid analysis [3]. Recurrence of breast cancer 

is one of the most common anxieties that women predict can help alleviate recent 

advances in data mining techniques [4][1] 

Breast cancer is a severe disease that develops when the cell grows out of control 

and approaches breast cancer testing [5]. A mammogram is a low screening 

performance on women with breast cancer symptoms and detects disease early in other 
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body parts. Mammography is performed on patients [6]. The subject of image mining is 

the extraction of implicit knowledge and images with data relationships or different 

patterns not explicitly in photographs [7]. Breast Cancer Healthline, Beating cancer 

Advisor, and Cancer therapy advisor are some applications that can apply some cancer 

detection techniques to solve. The KNN algorithm presented a mechanism for 

evaluating alternative KNN algorithm settings and choosing the best one. Our selection 

process is based on test data results and establishes good scores [8]. Breast cancer 

mammography is an important imaging technique for diagnosing breast cancer early 

[9]. The studies are based on the publicly available dataset, containing around 8000 

microscopic biopsy pictures of benign and malignant breast cancers from 82 people 

[10]. The work looks at how may use parallel programming with the K-Nearest 

Neighbors (KNN) technique, which is used to classify and forecast big datasets, is a 

non-parametric method that classifies data using a similarity measure [11]. The textural 

qualities of ROI, as well as the efficacy of the KNN classification algorithm in 

identifying digital mammograms as normal or abnormal, are investigated in this 

research. The wavelet decomposition coefficient energy is utilized as input [12]. Most 

selected studies preprocess their input photos by decreasing noise and normalizing 

colors, while some use segmentation with thresholding approaches to extract the region 

of interest [13]. The enhancement of structure and the color are three types of image 

preprocessing, and contrast improvement is currently being improved [14]. The 

disadvantage will make it more informal for additional image processing to meet the 

desired goal of image resizing and noise reduction, and cancer part removal technique. 

[15].  

The drawback of the existing system is to identify the cell where the cell is present 

and detect the tumor with a reduced power image. There are sometimes error 

diagnoses. The study's main aim is to improve the detection accuracy of tumors in 

breast cancer images by using a K-neighbourhood regression tree compared with 

Decision tree classification. 

2. Materials and Methods 

The proposed research was carried out in the Image Processing Lab at SIMATS' 

Saveetha School of Engineering's Department of Computer Science and Engineering. 

This procedure used a sample of more than 300 photos to perform the testing. Two 

groups were tested to see how accurate they were in detecting images. Each group of 

machine learning algorithms was subjected to a total of ten iterations to improve 

accuracy. In Group 1, a K-neighbourhood regression was utilized, while in Group 2, a 

Decision tree technique was used. G power calculation determines the required samples 

for this analysis (Abbas et al., 2021). The analysis' minimum power is set at 0.8, while 

the maximum allowed error is set to 0.5. Breast cancer detection is carried out using a 

K-neighbourhood regression tree with a sample size of 20 people divided into two 

groups and assessed. The dataset was downloaded from Kaggle, a subsidiary of Google 

LLC. The parameters include tumor size, histologic type, grade, axillary lymph node 

status, and tumor growth function.  

The independent variables are texture_mean, area_mean, smootheness_mean, 

concave_mean, concavity_mean, compactness_mean, perimeter_mean, 

fractal_dimension_mean and the dependent variables are texture_se, area_se, 

smootheness_se, concave_se, concavity_se, compactness_se, perimeter_se, 
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fractal_dimension_se. The training dataset is 70%, and the testing dataset is 30%. The 

Malignant, Benign, and Normal Images are taken. These are the different types of 

intensity values (Malignant, Benign, or Normal) for 5 five sample images taken, based 

on which the detection of tumor is determined, and this is shown in Table 1 for the 

sample images considered. 

 
Table 1.  Different types of intensity value (Malignant, Benign or Normal)  
for the 5 sample  images taken 

 

       

Image No 

  

Malignant 

   

Benign 

 

Normal 

         
Image 1 

0 1 0 

         
Image 2 

0 0 1 

         
Image 3 

1 0 0 

         
Image 4 

1 0 0 

         
Image 5 

0 1 0 

 

a. Decision tree Classification :The Decision Tree technique generates classification 

rules based on trees. It organizes cases or predicts the values of a dependent 

(target) variable based on the importance of independent (predictor) variables. 

Validation tools for exploratory and confirmatory classification analyses are 

included in the approach. Decision trees use a top-down approach to data. Tumors 

can be detected by looking for suspicious areas with low contrast to their 

surroundings and how the extract looks in tumors. The tumor detection system 

employs breast cancer novel preprocessing segment and filtering, with only edges 

identified during segmentation.  In the decision tree algorithm, the image level is 

low. 

b. K-neighborhood regression The K-nearest neighbor algorithm is used for pattern 

recognition and grouping. It's a popular tool in predictive analysis. The K-NN 

algorithm finds current data points closest to new data as it arrives. The data 

samples are assumed to be represented in a metric space by K-NNs. The 

calculation will find the new data samples from K adjacent neighbors at that point. 

The data points are in metric space; how the distance will be measured is a 

significant concern. Euclidean distance is the most widely used among many 

options. The calculation will then check the quantity of knowledge that focuses on 

each class among these K neighbors and relegate. Software specifications aim to 

identify the resources that must be installed on a device for an application to run. 

Before the software can be installed, it must install its particular prerequisites. The 

following are the software requirements at a bare minimum: Matlab version 2019 

for Windows. 

 

R. Sai Monika and P. Sriramya / Classification Model for Tumor Detection 591



2.3. Statistical Analysis 

In addition to experimental research, the work was statistically analyzed using IBM's 

Statistical Package for Social Sciences (SPSS). The software calculates the average, 

standard deviation, and standard error mean. To compare the two groups, an 

independent sample T-test analysis was used. We have used  "IBM SPSS Independent 

T-test Analysis" to do statistical analysis for two independent variables utilizing a 

support vector machine and a decision tree. 

 

3. Results 

 

Figure 1(a) shows the image from the input database for the Novel preprocessing 

segment. Fig. 1(b) gives the Novel preprocessing segment to remove the noise with an 

adaptive median filter from the image in the input image. Image is segmented threshold 

value converted into new pixels and formed the tumor with the line formation shown in 

Fig. 1 (c). The tumor will be detected in the breast and can identify cancer with that 

image, whether malignant, benign, or average, as represented in Figure 1(d). 

 

 
(a)                               (b) 

 
                                       (c)                                        (d) 

Figure 1. Simulation results of  Regression tree based breast cancer detection system (a) Input image 

(b) Preprocessing to remove the noise (c) Segmented image (d) Tumor detected image  

The breast cancer detection accuracy of the K-neighbourhood regression was much 

superior to the Decision Tree classification, as shown in Table 2. The detection 

accuracy of the k-nearest method was much superior to that of the Decision tree 0.000 

in all iterations. The K-neighbourhood regression algorithm performed substantially 

better than decision tree regression, as evidenced by the above values. Table 3 shows 

that k-neighbourhood has higher accuracy than decision tree regression based on group 

statistics. Compared to the decision tree 80.5 and std, the mean of k-neighborhood is 

87.5. Error The decision tree has a standard of 0.15590, and the k-neighborhood has a 

mean of 0.2252. 

 

 

R. Sai Monika and P. Sriramya / Classification Model for Tumor Detection592



Table 2.  Experimental Results of the accuracy achieved for Decision tree and K-neighbourhood 
regression 

 Accuracy 

Image No Decision Tree K-neighborhood regression 

1 86.5374                       87.5964
2 86.5322                       87.5912
3 86.5460                      87.5964
4 86.5350                    87.5912
5 86.5395   87.5945

6 86.5370     87.5992 

7 86.5310            87.5983

8 86.5297         87.6112 

9 86.5310         87.6011
10 86.5356            87.6112

Table  3.   Comparison of  mean accuracy, Std Deviation, Std error  of the K-neighbourhood  
Regression with the Decision Tree. 

 Algorithm N Mean Std.Deviation Std.Error Mean 

Decision  Tree 10 80.535 .0049 .0015 

K-
neighbourhood 
Regression

10 87.599 .0071 .0022 

 

An Independent Sample T-test was performed with the value obtained from the 

iterations. Significance values and group statistics of proposed and existing algorithms 

are shown in Table 4, whereas t-test equality is calculated. A confidence interval of the 

difference as lower and upper values range as shown in Table 4. Table 4 specifies an 

independent sample T-test comparing significance level with value p<0.05 and fixed 

confidence interval (k-neighborhood regression appears to perform significantly better 

than decision tree regression with p = 0.000). 

 

Table 4. Statistical analysis of mean and standard deviation for Decision tree and K-neighbourhood 
regression  

 F 

Sig. 

T 

f 

Sig.(2 -

tailed) 

Mean 

Differ 

Std.Error 

Differ 

95% 

Confidenc

e interval 

of the 

lower

95% 

Confidenc

e interval 

of the 

upper 

Equal 

Variance 

assumed 

875 362 

2578.478 

8 

.000 7.06362872 .0027394566 7.0693841 7.0578733

4 

Equal 

Variance 

not 

assumed 

2578.478 

6.01

3 

.000 7.06362872 .0027362872 7.0694357 7.0578217

2 

 

Figure 2 shows a bar chart that compares the mean accuracy of breast cancer 

diagnosis using decision tree regression against k-neighborhood regression. The mean 
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accuracy of the Decision tree is better than KNN, and the standard deviation of the 

Decision tree is slightly better than KNN. The decision tree offers the most consistent 

results with the slightest variance. With its standard deviation, k-neighborhood 

regression looks to yield the most varied results; nonetheless, there is a statistically 

significant difference between decision tree and k-neighborhood regression. The graph 

shows that K-neighbourhood regression outperforms decision tree regression in 

accuracy. 

 

 
Figure 2. Comparison of Decision tree and KNN method in terms of mean accuracy. X-Axis: Decision 

tree vs KNN Algorithm and Y-Axis: Mean accuracy of detection ± 1 SD. 

4. Discussion 

Based on the significance value obtained in statistical analysis, the K-

neighbourhoodregression algorithm has significantly superior accuracy than decision 

tree regression in this study. Table 3 presents the importance of Mean Std. Deviation 

and Std for the K-neighborhood regression and decision tree regression techniques. 

Error Mean. Group Statistics for the mean accuracy, standard deviation, and standard 

error mean have been calculated for the T-Test sample. The sample size of each 

algorithm is 10. Figure 2 indicates that K-neighbourhood regression has a lower mean 

accuracy error (87.5%) than decision tree regression (85.6 %). 

In this research, breast cancer detection using RFSS-based features with the 

algorithm of thermal images the classification of accuracy is 72%.[16]. In this research, 

the cancer of novel genetic algorithms in component selection using the KNN method 

for prognosis with the classification of accuracy is 76%.[17]. The paper presented the 

mammography classification using SVM and KNN regression of cancer with a 

classification accuracy is 94%.[18]. This research was a breast cancer diagnosis, and 

the prognosis with the artificial intelligence technique of the classification to accuracy 

is 89%.[19]. In this paper, the accuracy enhanced lung cancer prognosis improved 

patient survivability using the Gaussian classifier system with the category of accuracy 

is 79%.[7]. In this research, the cancer of the detection of mammographic mass using 

gaussianHermite of all algorithms with the classification of accuracy is 88%.[20].  

Disease-related inability to carry out typical everyday activities. Treatments are 

more likely to die as a result of poor overall health. The noise from the tumor will be 

removed by breast cancer treatment. The tumor will be detected at a particular point. 
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Identify the type of tumor in this; it is benign cancer. The K-neighbourhood regression 

has a high accuracy value and has the image quality to identify the tumor. 

5. Conclusion 

Even though the study's results are superior in both experimental and statistical 

analysis, this work has several drawbacks. Image processing is employed to improve 

accuracy in novel breast cancer prediction using a K-neighborhood regression 

compared to decision tree regression. Breast cancer survivors with functional 

impairments face several challenges. Hence it is concluded that K-neighbourhood 

Regression is significantly better than the Decision Tree algorithm in detecting tumors 

in breast images. This research work shows that the accuracy for the detection of breast 

cancer tumors using a K-neighbourhood regression is significantly better than the 

Decision Tree algorithm. 
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