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Abstract: The main aim of this work is to measure and compare the accuracy 
prediction of medical insurance using a Decision tree with the K-nearest neighbor 
algorithm. Supervised Machine learning Techniques with innovative Decision 
Trees (N = 50) and K Nearest Neighbour (KNN) (N = 50) are performed. In this 
study, 100 photos were utilized, 80% of them being trained and 20% being tested, 
and the sample size for two groups was computed using G power with a pretest 
power of 0.8. Compared to Decision Tree and statistical analysis using SPSS 
software, 100 photos were utilized for group 1 (K-Nearest Neighbour). K-Nearest 
Neighbour has a mean accuracy of 87.410.224, whereas Decision Tree achieves an 
accuracy of 82.470.290, with a significant value of 0.297. Based on the execution 
analysis, the K-Nearest Neighbour approach outperforms the Decision Tree 
algorithm in terms of accuracy. 
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1. Introduction 

Health insurance is a form of insurance that covers medical expenditures incurred as a 

result of an illness. These charges might be connected to hospitalization bills, 

medication, or medical consultation fees [1]. It is critical to precisely anticipate 

insurance costs based on people's data, such as age, body mass index, smoking status, 

etc. [2]. We live in a world fraught with danger and unpredictability. People, homes, 

businesses, assets, and property are all subject to varying degrees of risk. These threats 

include the chance of death, illness, and property or financial loss [3, 4]. Many scholars 

have recently focused on medical cost insurance using machine learning approaches.  

The finest portions of people's lives are life and well-being. However, because 

risks cannot always be avoided, the financial sector has devised a variety of goods to 

safeguard persons and organizations against them via the use of financial resources to 

repay them [5][6] [3]. As a result, insurance premiums are never-ending. It is the most 

acceptable approach for meeting our requirements. Because there are so many 
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independent variables in this research, we utilize multiple rectilinear regression to 

determine the dependent (target) variable [7]. The dataset for insurance costs is used in 

this investigation. The dataset was initially preprocessed. Then we used training data to 

create regression models, which were validated using testing data. Different regression 

models, including decision trees, k-nearest neighbors, linear regression, and random 

forest regression, were chosen in this study. The primary objective of this study is to 

develop a new method of predicting insurance prices.  

The fact that these high-performing machine learning algorithms are black-boxed, 

especially in critical use cases, is a disadvantage. Even though health care cost 

prediction isn't an essential use case, without an interpretable technique, using patients' 

personal and clinical information for this topic could result in biased results. As a 

result, the primary goal of our effort is to improve accuracy-based performance (%) 

with standard significance value using K-Nearest Neighbours and Decision Tree 

algorithm in an innovative Prediction of Medical Insurance. 

2.  Materials and Methods  

The research was conducted at SSE, SIMATS, Chennai, in the DBMS Lab of the CSE 

Department. The dataset was obtained from Kaggle, and the data set was trained using 

Google CoLab software, with the results being exported to Microsoft Excel. For the 

creative prediction of medical insurance, input photos are employed for training (80%) 

and testing (20%) in this framework. The suggested approach is based on python-based 

computer software that uses picture samples from two groups. The sample size for the 

two groups is calculated utilizing G power with a pretest power of 0.8 and Kaggle 

inputs of 100 (50*2). The K-Nearest Neighbors technique is used for group 1 

performance analysis, while the Decision Tree approach is used for group 2 

performance analysis on the Python platform. The architecture Diagram for Medical 

Cost Insurance Prediction is given in Figure 1. 

The input images were taken from the Kaggle dataset for accuracy analysis. The 

accuracy is measured, the average values are obtained, and the results are compared to 

current algorithms. The accuracy is used to determine the performance metric for each 

sample. For each category, ten samples are collected, and the mean precision is 

calculated, as shown in Table 1. In statistical analysis, these samples are used to 

determine the mean, standard deviation, and significance values. 

 

 

Figure 1. Architecture Diagram for Medical Cost Insurance Prediction 
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2.1.K-Nearest Neighbours Algorithm 

Method of machine learning KNN is a supervised machine learning technique that may 

be used to solve issues in classification and regression. It is simple to comprehend and 

put into practice. The K value, a distance metric, is used to classify the data. This 

parameter will locate new data points and group them according to their attributes and 

characteristics. In the current system, the K value for categorizing features in medical 

parameters is set to 7. 80% of the data was utilized for training the system. At the same 

time, twenty percent was used for testing. Finally, utilizing the current KNN, 72.2% 

accuracy was obtained for Medical Cost Insurance prediction. 

Algorithm for KNN: 

Initially assign K value as 7. 

KNN( dataset, sample) 

1. Calculate the distance between each data item and a certain sample by going 

through the dataset item by item. 

2. Cluster the samples of the organization are generally from the dataset's K-

samples with the shortest distance to the sample. 

3. Every new item will be classified based on its properties and assigned to 

existing groups. 

4. Repeat step 3 and return the results     

2.2 Decision Tree Algorithm 

A Decision Tree is a classification and supervised machine technique where the main 

attribute will be placed as a root node and continues to divide the root node into 

branches. Branching will continue in both left and right nodes of the tree till it reaches 

the end of all parameters. A split will occur on every tree level based on the yes or no 

type.  

                   Root Node = Decision Node                                  Leaf Node  =  Child Node 

Once this process completes, a decision will be taken in a classification manner to 

give output. The actual data will be split into two parts. One part consists of 80% for 

training, and another with 20% of the testing data set. In Figure. 2, the decision tree 

process flow has been mentioned.  

 

 

 

Figure 2. Process diagram Decision Tree Algorithm 
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Algorithm of Decision Tree 

1. Put the best attribute at the top of the tree. 

2. Divide the training set into two halves. 

3. Repeat both 1 and 2 on both the left and right sides of a tree till you Identify 

leaf nodes in almost all of the tree's branches. 

4. Consider all the branches which reach the leaf node from the root node. 

5. Cluster the features using step 4. 

6. Repeat from step 2 to step 5 for testing data until clustering into existing 

groups. 

7. Perform accuracy function on major groups and return the value. 

Both proposed and existing algorithms are executed in Google Colab, an online 

platform with python as an integrated development environment and open source to 

access. The hardware and software specifications include a 64-bit windows system with 

4GB RAM and intel core i3 as a processor. 

Each dataset is divided into two parts. The first group serves as the training set 

(80% of the dataset), while the second serves as the testing set (20% of the dataset). 

Built-in package, which is imported from the sklearn package, will default train the 

system based on the training dataset. The testing procedure will be based on the 

classification algorithm we select. This paper will assign 20% of the testing set to the 

Decision Tree as a parameter. As a result, the testing set will be compared with the 

Training set and cluster the similar property data points into groups.  

We tend to obtain the information set through the Kaggle site to create the claim 

value model predictor. It includes seven attributes as given in Table 1. The following 

table depicts the Dataset structure. 

 

Table 1. Random samples from Dataset.  

 

The data set is divided into two parts: the primary half is known as coaching 

information, and the second is known as test data; training data accounts for around 

80% of the total data utilized, and the remainder is known as test data. The training data 

set is used to create a model to predict medical insurance costs for the year, and the test 

data set is used to evaluate the regression model. 

Statistical Analysis: An independent sample test in SPSS Software is used for 

statistical analysis. Descriptive statistical analysis (mean, standard deviation, and 

expected error mean) were computed for each model. An independent sample T-test, 

which is used to analyze this study activity, is used to compare the accuracy of the two 

S.no Age Sex BMI Children Smoker Region Charges 

     1 19 female 27.900 0 yes southwest 16884.924 

     2 18 male 33.770 1 no southeast 1725.552 

     3 28 male 33.000 3 no southeast 4449.462 

     4 33 male 22.705 0 no northwest 21984.470 

   5 32 male 28.880 0 no northwest 3866.855 
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groups. The input dataset and epoch time are significant variables, whereas accuracy is 

a response variable. 

3. Results 

Each group is executed with ten different datasets at different times to obtain ten 

sample groups. The IBM SPSS tool will use these sample groups to calculate the 

independent sample T-Test, which gives significant value for comparing the Decision 

Tree (DT) and K Nearest Neighbors (KNN) Algorithm. Ten different input datasets are 

used for comparing both models, and respective accuracy values are recorded below. 

K-Nearest Neighbors has been classified as a better algorithm than Decision Tree in the 

prediction of Medical Cost Insurance due to automatic feature interaction in the 

Dataset.  

Table 2 compares two groups using the metrics mean, standard deviation, and 

standard error mean. It claims that K-Nearest Neighbors outperforms Decision Tree in 

terms of performance.  

 

Table 2. Statistical Analysis of K Nearest Neighbors& Decision Tree models.  

                 Group Statistics

 Group N Mean Std. Deviation Std. Error 
Mean

Accuracy K-Nearest 
Neighbours 

10 87.4100 0.2249 0.7112 

Decision Tree 10 82.4770 0.2905 0.09187 

 

 

Table 3. Independent sample T-test 

  F Sig 
t df 

Sig 
(2_tail

ed) 

Mean 
Diff. 

Std. 
Error 
Diff. 

Lower Upper 

Predic
ted 

Equal 
Variances 

assured 

1.155 0.297 42.46 18 0.000 4.933 0.1161 4.688 5.177 

Actual Equal 
Variances 

not 
assured 

  42.46 16.937 0.004 4.933 0.1161 4.687 5.178 

 
 

Table 3 displays the independent sample. T-tests have a level of significance of 

0.000, which is lower than the normal significance range (0.05). As a result, it is 

demonstrated that Groups 1 and 2 are considerably distinct from one another. 
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Figure 3. Bar graph between KNN and Decision Tree.  

In Figure 3, the Bar chart represents the comparison of Mean Accuracy of  Medical 

Cost Insurance Prediction computed with Decision Tree and KNN algorithms. Decision 

Tree appears to produce the most consistent results with minimal standard deviation. 

KNN seems to have the most variable effects with its standard deviation. There is a 

significant difference between KNN and Decision Tree algorithms (p< 0.05 

Independent Sample T-Test). 

4. Discussion 

According to the statistical study, KNN (group 1) has a mean accuracy, variance, and 

standard error average of 87.4 and 0.7112, respectively. In contrast, the Decision tree 

(group 2) has a mean accuracy, conflict, and expected error average of 85.06 and 

0.9187, respectively. Our overall results obtained by performing SPSS tool calculations 

state that the proposed KNN (87.4%) algorithm is best suited for Medical Cost 

Insurance prediction, which satisfies significantly (p<0.05) compared to the Decision 

Tree algorithm (82.7%). But in the proposed model, the results varied with the same 

instances with decision trees, and the classification led to high accuracy of 98%. [6] 

used 303 instants with limited attributes using Random Forest and showed an 

optimistic prediction of 98.45% accuracy with extended classification in the training 

set, but in the proposed model, less accuracy[8], which is 98% because the collection of 

decision trees in random forest performs better than single decision trees [8, 9]. The 

difference, however, was not statically significant (p<0.05). 

The findings in this paper were almost similar to the above-cited articles. Only the 

number of parameters and instances of data will decide the accuracy because 

classification becomes more robust when the data provided in preprocessing is directly 

related. The accuracy is always dependent on the total number of medical parameters 

and the number of instants. From the overall literature, many authors have cited 

proposed better accuracy than existing methods[13]. There are no opposite findings of 

the above study. 

The proposed attempt is limited in that no patients are classified. So one way of 

improving performance was to classify patients into cost buckets, as recommended by 

various studies; this led to better performance this season but managed to escape the 
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goal of this task. For future projects, we can use this categorization process to obtain a 

clinical risk class as a first phase to enhance efficiency and then compare the proposed 

algorithm with even more advanced methods to solve the prediction of medical costs. 

5. Conclusion 

In this research, the Medical Cost Insurance prediction using an innovative Decision 

Tree is performed with the Medical Cost Insurance dataset found with an accuracy of 

87.4% using KNN, which is a more promising result than the existing Decision Tree 

Algorithm of 82.4%. This proposed model can be used in clinical areas. 
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