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Abstract. The aim is to predict movie rating using Support Vector Machine 
Algorithm and K-Nearest Neighbors Algorithm. An aggregate of 392 examples 
were gathered from film datasets and these datasets were taken fromkaggle dataset. 
Two experimental calculations were performed, one with K-Nearest Neighbors 
algorithm and another with Novel Support Vector Machine algorithm. Sample size 
of N=5 is taken for both algorithms. The computation processes were executed and 
verified for exactness. SPSS was used for predicting significance value of the 
dataset considering G-Power value as 80%. Novel Support Vector Machine 
calculation was applied and it had accomplished mean accuracy of 91.8% when 
compared with mean accuracy of 53% of K-Nearest Neighbors algorithm. The 
outcomes were obtained with a significance value of 0.03 (p<0.05). A unique 
approach model is affirmed to have higher exactness than K-Nearest Neighbors 
calculation. 
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1. Introduction 

In this busy world, entertainment plays a major role in refreshing each one of us, not 

only our mood but also our energy. By watching interesting movie, people get their 

mind relaxedby gettingout of routine work for a while. After that, they may once again 

rededicate themselves to the work.People listen to their favorite music or watch movies 

of their choiceto overcome their stress. To watch favorable movies online, movie 

recommendation systems can give the best suggestions. Searching for preferred movies 

require more time. A movie recommendation system that employs a hybrid approach 

by combining content-based filtering and collaborative filtering, using Novel Support 

Vector Machine as a classifier was applied in various Artificial Intelligence 

applications [1][2]. It requires a large amount of information about a user to make 

accurate recommendations.  

Nowadays, with advancement in mobile technology, life has become easy and 

enjoyable [3]. Sentiment analysis paves a vital role in movie rating [4]. These systems 

have certain limitations, and they can operate using multiple inputs within and across 

platforms like news, books, and search queries [5]. The application of this research 
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work helps the person who looks for news, reviews, facts, trivia, and other details about 

your favorite films and TV series, on the Internet Movie Database. Moreover, with apps 

like BetaSeries, Cineast, and JustWatch, one can track down top movies of importance 

and it can even track upcoming movies. 

There are 16 exploration articles published in IEEE Xplore and around 1700 

articles found by Google researchers. In recent times, surveys of machine learning 

algorithms for movie ratings were explored mostly as they were predicted to have 80% 

of output accuracy. Kumar proposed a movie suggestion framework dependent on 

collective separating approaches [6]. However, it has less client criticism of customers 

on movies. This particular article is cited 20 times. This framework consolidates both 

collaborative and content-based techniques[7]. K-Nearest Neighboring (KNN) 

collaborative filtering algorithm is a combination of both the collaborative filtering 

algorithm and the KNN algorithm. KNN algorithm is used to select neighbors. 

Calculation steps are user likeness figuring, KNN nearest neighbor choice and 

anticipating score estimationare the main features of the algorithm [8]. This has certain 

limitations in providing the particulars, like number of fights, number of songs, etc. 

KNN is a simple idea that involves creating a distance metric between items in a 

dataset and then identifying the K things that are closest to it[9]. Based on observation 

of the above literature survey, accuracy and prediction of movie rating systems is less 

when using other algorithms. This proposed unique approach is used for better 

accuracy and precision. Thus, the aim of this research is to predict movie ratings with 

improved accuracy by using Novel Support Vector Machine algorithm over K-Nearest 

Neighbors algorithm. 

2.  Materials And Methods 

The complete study was done in the Machine Learning lab at Saveetha School of 

Engineering. This examination comprises two example clusters i.e, one is the KNN 

algorithm and another is the Novel SVM algorithm, by using the python programming 

language. Each algorithm deals with 392 examples with a sample size N=5, a pretest 

power value of 80% taken for testing with an alpha value of 0.05. The Movie 

recommendation system proposes a framework to incorporate statistical data analysis 

for clustering techniques in data mining [10]. 

2.1 Novel Support Vector Machine Algorithm (NSVM) 

Novel Support Vector Machine Algorithm is a technique of classification that separates 

the values of data by the creation of hyperplanes. Hyperplanes can be of different 

shapes based on the spread of data, but just points that help in distinguishing between 

classes are considered for classification. The novel Support Vector Machine algorithm 

imports python libraries and the Support Vector machine SVC library with kernel as 

linear. With the help of a function containing train labels and train features, it will 

predict output. 

2.2  K-Nearest Neighbors algorithm 

In statistics, the k-nearest neighbors algorithm (k-NN) is a non-parametric classification 

method that was developed by [11] and expanded later [12]. It is used for classification 
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and regression. In k-NN regression, the output is the property value for an object. This 

value is the average of values of k nearest neighbors.  

The algorithm relies on distance for classification. If features represent different 

physical units, then normalizing training data can improve its accuracy dramatically. 

For effortlessness, this classifier is called a KNN Classifier. KNN classifier addresses 

example acknowledgment issues and most ideal decisions for tending to a portion of 

grouping-related errands. 

The dataset for testing and training was collected and data preprocessing was 

completed initially. After that, split the dataset into a training set of 30% and testing set 

of 70%. Cross-validation needs to be done automatically, and the split function 

generates and implements machine learning classifiers. 30% trained dataset will train 

classifiers for the remaining part of 70% dataset will be trained using machine learning 

algorithms. After training, the classifier uses a testing dataset to check trained 

classifiers to urge anticipated accuracy from the classifier. The whole dataset is suitable 

for training; both algorithms and the accuracy of both models were tested with different 

sample sizes from 50 to 1000 as a step of 50. 

2.3 Statistical Analysis 

SPSS version 21 software dataset is prepared by using various samples and accuracy 

values obtained from the dataset are used for analysis. Here, data, and selection of 

movies are independent variables and accuracy, movie ratings are dependent variables. 

In SPSS, the dataset is prepared using 5 iterations from each of the algorithms. The 

group ID is given as 1, for KNN and Group ID is given as 2 for faster computation of 

SVM algorithm. Independent t-test analysis was carried out for this research study. 

3. Result 

In Table 1, it was observed that the dataset consists of 2 columns. Column 1 indicates 

the rating range from 0 to 5, and Column 2 indicates the location of the customer. 

Table 1.Movie Ratings of Customers, the dataset column 1indicates the rating range, which is from 0 to 5, 
and Column 2 indicates the location of the customer. 

 Ratings         Location 

        5        97830076 

        3        978302109 

       3       978301968

        4        97830027 

 

In Table 2, it was observed that there is performance comparison of algorithms 

with 5 iterations, data collection from N=5 samples of dataset for KNN and SVM 

algorithm with the highest accuracy of 58% and 96% in sample 5, using training data 

and testing data are respectively 30% and 70%.  
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Table 2. Performance comparison of algorithms with 5 iterations, N=5 sample size of the dataset for KNN 
and SVM algorithm with the highest accuracy of 58% and 96% in sample 5,  using the training data and 
testing data of 70% and 30%, respectively. 

S.NO KNN Algorithm Accuracy % SVM Algorithm  Accuracy % 

1 50 89
2 51 90

3 52 91 

4 54 93
5 58 96

 

In Table 3, it was observed that t-test comparison, group Statistic analysis, 

represented KNN (mean accuracy 53.00%, SD=3.162) and SVM (mean accuracy 

91.80%, SD=2.775). 

Table 3. T-test comparison, Group Statistic analysis, representing KNN (mean accuracy 53.00%, SD = 
3.162) and SVM (mean accuracy 91.80%, SD = 2.775) 

Performance            Algorithm       N    Mean      SD      Error 

 Accuracy 
       KNN-Algorithm        5    53.00    3.162      1.414 

       SVM-Algorithm        5    91.80    2.775      1.241 

 

Table 4. Independent Sample Test for SVM and KNN (mean difference -38.800 and SD error 
difference1.881) provides statistical significance of 0.001 (2-tailed) 

  

Variance F Sig t df 

Sig 

(2-

tailed) 

Mean 

difference 

Std 

error 

diff 

lower 

bound 

upper 

bound 

A
c
c
u

ra
c
y

 

Equal 
variances 
assumed

0.062 0.03 -20.62 8 0.001 -38.80 1.881 -43.13 -34.46 

Equal 
variance 

not 
assumed

  -20.62 7.86 0.001 -38.80 1.881 -43.13 -34.46 

 

In Table 4, it was observed that independent samples test, for SVM  and KNN 

(mean difference -38.800 and SD error difference 1.881 with significance 2-tailed 

0.001 and respectively). F-is Fisher test, which is applied for testing of hypothesis,  

t-test is applied for comparing two groups with 95% confidence interval and df is 

degrees of freedom for n samples.From Figure 1, it was observed that this shows 

accurate ratings of movies. The following figure give us top 25 Movie ratings given to 

customers to visualize them and to make a proper choice of the best movie to enjoy.  

X-axis shows the number of customers who gave ratings, Y-axis shows the rating 

levels given by customers. 
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Figure 1.  Top twenty five Movie Ratings given to the customer  

 

From Figure 2, it was observed that it shows comparison of KNN-algorithms and 

SVM classifiers in terms of mean accuracy. The mean accuracy of SVM is better than 

KNN, and Standard Deviation of SVM is slightly better than KNN. In X Axis: SVM vs 

KNN Algorithms is shown and in the Y Axis: Mean accuracy of detection ± 1 SD is 

represented.  

 
Figure 2.Bar graph of KNN-algorithm and SVM  classifier 

4. Discussion 

Support Vector Machine algorithm (91.00%), has better accuracy compared with KNN 

algorithm (53%). Hence, it is inferred that the Support vector machine algorithm 

produces better accuracy than previous algorithms. There is a statistically insignificant 

difference in accuracy. It is more significant among Support Vector Machine and KNN 

algorithms (p<0.05, independent sample test) with a 95% confidence level. There is a 

significant difference in accuracy between two algorithms which is mentioned in group 

statistics and independent sample t-test.  

 The exactness of KNN calculation [13] and SVM calculation for 5 overlay 

cycles was referenced. In this examination, it is seen that KNN calculation 

demonstrated with better precision, appeared with box plot. The mean difference = 
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24.590 and the confidence interval is from -30.639 to -18.541. Subsequently, one can 

utilize it in a wide range of circumstances because unlabeled information can regularly 

be more accessible [14]. A large number were proposed for various use cases 

dependent on this execution; for instance, there are affiliation learning calculations that 

consider the requesting of things, their number, and related timestamps [15].Due to 

limitations such as relatively small size dataset, threshold, precision and recall reduce 

accuracy of movie rating [16]. Movie data used in this dataset is collected from various 

sources where the reliability of the data may vary. And the simple networks that are 

used may not provide a better outcome on larger data sets [17][18]. Moreover in KNN, 

mean error appears to be higher than in support vector machines. In future, the dataset 

with many attributes can be taken and thus helps classifier to work efficiently for 

improving the prediction accuracy.  

5. Conclusion 

The unique approach showed better results on the dataset. Novel SVM calculation was 

applied and it had accomplished mean accuracy of 91.8% that is higher than KNN. 

Outcomes were obtained with a degree of importance (p<0.05) pretest power-worth of 

80% executed by using more than 392 sample values.  
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