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Abstract. The target of the task is to foresee the coronary illness by Novel 
Decision Tree (DT) in examination with k-Nearest Neighbor (KNN) utilizing 
Cleveland dataset. Coronary Disease forecasting is performed by applying 
Decision Tree (N=20) and k-Nearest Neighbor (N=20) algorithms. Decision Tree 
algorithm uses the tree structure to make decisions. K-nearest neighbor is an easy 
approach to solve regression and classification problems. Cleveland heart dataset 
is utilized for identification and prediction. The data consists of 76 attributes 
however, only 14 features are selected that help in diagnosing a patient healthy or 
affected. Accuracy of cardiovascular risk prediction using k-NN is 68.9% & using 
decision tree is 81.9%. There exists a statistical significant difference between DT 
and k-NN with 0.035(p<0.05). Decision Tree algorithm appears to perform 
significantly better than k- Nearest Neighbor algorithm for heart disease 
prediction. 
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1. Introduction 

Coronary illness prediction is the most common way of foreseeing the quantity of 

individuals impacted with heart illness or not [1].The purpose of this study is to predict 

heart disease using a decision tree algorithm [2].  Heart is an indispensable organ in the 

human body and siphons blood through the organization of conduits and veins called as 

cardiovascular framework.It is also prone to many diseases and it’s important to 

prevent that from happening [3]. Many real time applications also include Health Care 

System, Medical Image processing [4].There are around 108 articles published in IEEE 

and 158 articles published in Science Direct for the past 5 years. These researchers 

have compared various algorithms. like NB, Bagging, the best result was obtained after 

WEKA resampling[5]. Theyhave proposedresearch on supervised machine learning 

algorithms, using the histogram, the accuracy, precision and f1 score [1].  

Chi square statistics is used to test the data. Theyhave conducted a comparative 

study for various algorithms like Gaussian Naive Bayes, KNN classifier, SVM 
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classifier and extra trees and concluded that Gaussian Naïve Bayes gives higher 

accuracy in contrast to the rest[6], [7]. Some researchers implemented a framework to 

discover coronary illness utilizing FCM and SEM. The model joins an additional of 

one numerical and a factual device to discover the connections and client relapse 

system for investigating the reason for coronary illness.This is the best suited paper 

among all the research papers [8].Our wide portfolio in research has translated into 

publications in numerous interdisciplinary projects [9-12]. 

The limitation of the existing literature is that it lacks accuracy while obtaining the 

result. Hence aim is to refine the performance using the novel decision tree algorithm 

in comparison with k-nearest neighbors by utilizing the recommended number of 

attributes.  

2. Materials and Methods 

Two groups are used for the research. The first one is k-Nearest Neighbors & the 

second being Decision Tree. Sample size was calculated by using previous study 

results; G Power software is used to calculate the sample size. The alpha value was set 

to 0.05, G power 80% and beta value was 0.02 [13]. 

Cleveland dataset UCI Repository is used for diagnosing the patient with or 

without a heart disease [14]. This dataset contains 14 (recommended) attributes and 

303 entries. For both the groups 138 samples each are taken. The dataset is parted 2 

ways one for testing & the other for preparation. For training data, 60% samples are 

taken and the rest for test data. After splitting the dataset, the algorithm is fit into train 

and test sets to predict the accuracy values.  

2.1 K-Nearest Neighbour 

K-Nearest Neighbors (KNN) is perhaps the most straightforward calculation utilized in 

Machine Learning for relapse and characterization issues.KNN algorithms use 

information and order new information in view of comparability measures(e.g. distance 

function). Categorization is performed by a major support to its neighbors [15]. 

2.2 Decision Tree 

DT is a supervised algorithm that creates a classification model by constructing a 

decision tree. Every hub in the tree determines a test on a trait, each branch sliding 

from that hub relates to one of the potential qualities for that property. 

A system with Windows OS and Hard disk capacity of 50GB is used. RAM of 

8GB and Language used is Python, implemented in Jupyter (Anaconda).The processor 

used is intel i5, 7th Gen.  

2.3 Statistical Analysis 

Statistical Software used for our study is the IBM SPSS version 26. Using SPSS’s 

descriptive and group statistics for accuracy are evaluated. Independent variables for 

Heart Disease Prediction are age, cholesterol, thalach, trestbps, ca and the dependent 
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variable is accuracy. The independent sample t test was performed to find the μ, σ and 

the σ M statistical significance among groups. 

3. Result 

Table 1 shows group statistics which gives the accuracy mean of 81.9 for novel 

Decision Tree that appears to be more when compared with k-Nearest Neighbor, which 

has the accuracy mean of 68.85. Standard deviation and mean errors are calculated 

(Standard error mean for DT is 1.15 and kNN is 1.62). 

 

Table 1.Group Statistics analysis for both algorithms based on Accuracy (Mean of DT 81.9 is more 
compared to kNN 68.9 and Standard Error Mean for DT is 1.393 and kNN is 1.522). 

  

N μ σ σM 

Accuracy k-Nearest Neighbour 10 68.9 4.813 1.522 

Decision Tree 10 81.9 4.404 1.393 

μ – Mean         σ – Standard Deviation      σM – Standard Error Mean 

 

Table 2. Independent Sample Test for significance and standard error determination. P value is 0.035 
(p<0.05) considered to be statistically significant and 95% confidence intervals were calculated.   

 

Levene’s 

test for 

Equality of 

Variances  

T-test for equality of means

F Sig.  t df Sig. 

(2tailed)

Mean 

Difference 

Std. Error 

Difference  

95% Confidence 

interval of the 

diffrence 

Lower  Upper 

Equal 

variances 

assumed 

.12 .035 -5.6 18 .000 -11.64 2.063 -15.97 -7.308 

Equal 

variances 

not 

assumed 

0.0 .00 -5.6 17 .000 -11.64 2.063 -15.97 -7.305 

 

Table 2 shows the mean accuracy between k-NN and DT. Mean accuracy obtained in 

case of Decision Tree appears to be better than k- Nearest Neighbors and the standard 

deviation is slightly better for Decision Tree. From the results it’s evident that Decision 

Tree has better accuracy in comparison to k-Nearest Neighbour. 
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     Figure 1. Bar Chart depicting the difference between Mean Accuracy of kNN and DT algorithms. 

 

Mean accuracy of DT is better than kNN and standard deviation is slightly better for 

DT than kNN. DT appears to have variable results with standard deviation ranging 

from lower 60’s to upper 80’s. X axis represents K-Nearest Neighbor and Decision 

Tree algorithms and Y axis represents the mean accuracy ± 2 SE. 

4. Discussion 

In this study the Decision Tree algorithm appears to have better accuracy than k-

Nearest Neighbour with p = 0.035 (which is less than 0.05), independent test sample. 

Improved mean accuracy score for Decision Tree is 0.82 while the same for k - nearest 

neighbors is 0.69. The sample attributes are tested statistically using the SPSS Tool. 

Researchershave concluded that DT surpassed all the other implementations. In this 

research,DT is better than NB and kNN [16]. Decision tree algorithms have shown 

better performance with the limited attributes in the research done by [17]. 

Theycompared all the supervised machine learning algorithms and concluded that the 

decision tree performs better. Theyhave used Naive Bayes, Decision tree and k-NN and 

have concluded that k-NN in this case performs better with accuracy[5]. This research 

has also conducted some algorithm analysis on the Cleveland dataset and has 

culminated that it has an accuracy of about 80%, which is better than the rest [18].  In 

our study of 6 works, 4 works are similar findings and 2 works are dissimilar findings. 

Based on the above discussion it proves that Decision Tree appears to have better 

accuracy and performance than k-Nearest Neighbors. 

The limitations of Decision Tree are that the versions are not compatible to 

execute all required modules for the algorithm. There are also many violations and non-

violations errors which have to be rectified using different parameters. In future we 

strive to improve this model with better and fewer attributes and try to get precise 
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results. As supervised learning helps a lot in solving real time problems like that of 

prediction we can implement detection for uncovered diseases.  

5. Conclusion 

In this work, we have implemented a heart illness forecast environment utilizing two 

methods kNN and DT. The former appears to have lesser accuracy than the latter. 

Decision Tree appears to perform significantly better than k -Nearest Neighbour for 

Heart Disease Prediction.  
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