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Abstract. Diabetes has become one of the most fatal diseases as a result of lifestyle 
changes, food habits, and decreased physical exercise. Diabetes is believed to 
afflict 422 million people globally, according to the latest WHO estimates. Having 
said that, the Type II category of diabetes is more fatal because it is determined by 
the body's insulin resistance. Furthermore, Type II diabetes has been linked to 
complications with the kidneys, eyes, and heart. A big number of scientists are 
also looking into the possibility of a link between diabetes and cancer. We present 
an overview of such discoveries as well as our cancer research efforts in this report. 
Dimensionality reduction, Classification, and Clustering are applied in the 
proposed work to compare with the existing classifiers. PIMA Indian diabetes 
datasets and Stanford AIM-94 dataset is considered as the benchmark dataset for 
performing experimentation. 
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1. Introduction 

They claim that the only constant in the Universe is changing. The socioeconomic 

growth of emerging nations such as India has resulted in a paradigm change in the 

lifestyle of its population. This impacts not only the metropolitan population, but also 

the semi-urban and rural communities. Changes in lifestyle have led in changes in food 

habits, levels of physical activity and so on. It is easy to remark that this has resulted in 

what may be referred to as lifestyle diseases, even though many of them are technically 

disorders, with Diabetes being the most chronic and lethal. Diabetes is an issue, not a 

disease, characterized by hyperglycemia, which causes damage to the eyes, kidneys, 

heart, and nervous system. Diabetes is grouped into two categories: type 1 and type 2. 

In the former situation, the pancreas produces little or no insulin on its own, but in the 

latter case, the body develops insulin resistance. Governments must ensure that patients 

have access to low-cost care in order for them to survive. The World Health 

Organization (WHO) claims that there are around 422 million inhabitants on the globe, 

primarily in nations with a low and moderate-income, suffering from diabetes, with 1.6 

million fatalities directly attributable to cancer. People with Type II diabetes are more 
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likely to develop cancer symptoms later in life, according to research. Many scholars 

from all over the world have previously undertaken extensive research on cancer and 

diabetes. However, many programmers were developed in silos, making it difficult to 

assess if diabetes causes or contributes to cancer. With the introduction of High-

Performance Computing (HPC), it is now feasible to scale up calculations at a fraction 

of the cost. In this paper, we explain our efforts to find a convincing explanation for 

type II diabetes patients getting cancer symptoms, as well as an overview of the efforts 

made by colleagues throughout the world to find the common cause. 

2. Literature Survey 

2.1 Diabetes 

Diabetes Mellitus is a condition in which the quantity of sugar in the blood cannot be 

controlled. This metabolic disorder is quite widespread nowadays, either because the 

body does not produce enough insulin or does not respond to the insulin that is 

produced. Diabetes affects 37 million people globally, as per the World Health 

Organization (WHO), and the number is anticipated to more than double in 2030. 

Diabetes claimed the lives of 50 lakh individuals in 2012. Eighty percent of those killed 

came from poor and middle-class families. Diabetes affects 5 crores and over in India, 

and this figure will rise to 7 crores in a few years. India is ranked second in the world. 

“Insulin-Dependent Diabetes Mellitus” was the initial name for type 1 diabetes. 

Diabetes can occur at any age, but it must be identified before the age of 20. Insulin-

producing cells or beta cells in the pancreas are damaged in this kind of diabetes.  

Type 2 diabetes was originally classified as non–insulin-dependent diabetes since 

it was diagnosed in adults above the age of 20. Gestational diabetes during pregnancy 

canaries when the pancreas fails to produce the proper quantity of insulin in the body; 

these three types of diabetes necessitate treatment, and if detected and treated early, 

early complications can be avoided heading. 

2.2 Cancer 

Malignancy is an infection described by uncontrolled cell increase and division. While 

particular sorts of cells create and partition at a remarkable rate, others might develop 

and isolate all the more leisurely. Each cell in the body has a characterized reason and 

has a restricted life expectancy. At the point when a cell's life expectancy lapses, it is 

advised to pass on, just to be supplanted by one more by the body. A carcinoma is 

described as the obliteration of the solid encompassing tissues which will ultimately 

spread to different parts.  

This kind of cancer by and large starts in the tissues that are nearer to internal or 

external surfaces of the body. For the most part, this kind of malignant growth happens 

when the DNA of a cell is either changed or harmed. A few models are prostate, breast 

cancer, lung, and colorectal malignant growth. A sarcoma for the most part starts from 

the harmed cells of connective tissue. Extensively talking, this incorporates fat, 

ligament, bone and so forth. This can be found in any piece of the body. A sarcoma has 

many related subtypes which are portrayed by the tissue and kind of cell. Sarcoma can 

be extensively sorted into 2 kinds’ viz. bone and delicate issue.  
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Leukemia is likewise called a blood malignant growth wherein the capacity of the 

body to battle contamination is compromised. Leukemia is for the most part connected 

with issues in delivering blood and typically influences the White Blood Cells (WBC). 

It is by and large described by a big number of strange platelets. Lymphoma is one 

more sort of malignancy that begins in the lymphatic framework. It is characterized by 

lymphocyte alterations and an exceptionally large number of lymphocytes. Lymphoma 

can be extensively ordered into 2 kinds for example Hodgkin's and non- Hodgkin's. Bo 

Zhu et al. [1] have dealt with finding the relationship [2-5] among diabetes and 

colorectal malignancy. Their reliance is on meta-analysis, which reports the influence 

of diabetes on colorectal guess based on some companion studies and guarantees to 

have given predicted findings. The additional case to have completed a thorough look 

on numerous data sets and performed a meta-examination on the obtained data of 

almost 2 million people; It was investigated the endurance rate and endurance risk that 

was malignant growth explicit. 

The consequences of the review recommend that the diabetic patients will have a 

decreased life expectancy by no less than 5 years particularly in subjects experiencing 

colorectal, colon, and rectal malignancy by a huge factor of 18, 19, and 16 percent 

individually; when compared with that of non-diabetic subjects. They express that a 

portion of the examinations [6-11] show that the general endurance of colorectal 

malignancy patients with diabetes mellitus had shown a diminished risk in endurance. 

Nonetheless, there as on that their meta-investigation [12-14] proposed that diabetes 

adversely affected the colorectal malignant growth is by and large an endurance 

perspective.  

A review on Diabetes Mellitus and Breast Cancer by Kimberly et al. [15] to play 

out a fundamental audit and perform meta-investigation to concentrate on the effect of 

diabetes on breast malignant growth. They have utilized EMBASE and MEDLINE 

information bases. They have utilized relative terms to diabetes mellitus and malignant 

growth for information mining. Their hunt incorporated the terms like "glucose 

prejudice", "hyperglycemia", "cancer", "dangerous neoplasm" and so forth They further 

express that the 2 examinations performed on the malignancy explicit mortality gave 

blended out comes and further expressed that Srokowski et al [16] noticed an 

expanding pattern in breast cancer explicit mortality with prior diabetes mellitus. 

These individuals appear to have undergone chemotherapy. He also demonstrated 

that a greater proportion of women with diabetes mellitus displayed symptoms of 

advanced breast cancer than non-diabetic patients. The findings also suggested that 

people with existing diabetic mellitus were at a higher risk of repeated chemotherapy. 

A portion of the studies [17-19] in the comparative lines that were led suggested 

the presence of a positive relationship between breast malignant growth and previous 

diabetes mellitus, for example, women who had previously been diagnosed with 

diabetes mellitus were more likely to have breast cancer. While other researchers were 

conducting research to establish the possible link between cancer and preceding 

diabetes mellitus disease. Konstantinos et al [20-22] did a review to assess the 

legitimacy of such a conceivable affiliation and evaluation of hazard of casualty. He 

utilized the information sources from PubMed, EMBASE, Cochrane Database and 

afterward played out a meta-investigation across the information to find if the subjects 

with type II diabetes are at risk of creating malignancy or have a low endurance score. 

During their review, they tracked down that numerous meta-investigation reports that 

type II diabetes has a positive connection with a raised risk of different sorts of cancer 

viz. live, breast, pancreas, and so forth [23-25]. Nonetheless, their assessment has some 
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misclassification because diabetes evaluation was performed at pattern far before the 

malignancy analysis, and as a result, they are non-differential. Nonetheless, at the end 

of their review, they express an admonition that, while they do not deny type II 

diabetes being related to various types of malignant growth based on different other 

writing they would have referred to, the results of the studies that show the solid 

tendency of type II diabetes being related with the arena of creating cancer or, 

surprisingly, more dreadful passing from cancer, exhibit a light hint of predisposition. 

They emphasis the importance of forming alliances and adopting improved assessment 

procedures for type II diabetes in order to achieve more feasible outcomes. Dániel 

Végh et al. [26] took up an intriguing review on the relationship of type II diabetes with 

Oral Tumors as Hungary has the biggest number of oral malignant growth and 

countless sort II diabetes rates. They chose patients who had previously dangerous 

forms of cancer [27-29]. According to the findings of their review, type II diabetes was 

found in 25.9 percent of the participants and IFG in 20.6 percent of the subjects who 

were diagnosed with oral cancer. The findings also suggest that 46.5 percent of the 

participants diagnosed with oral cancer had ongoing metabolic difficulties. The 

investigations of the greater part of the analysts demonstrate that type II diabetes is 

related to a raised risk of malignancy. Additionally, some epidemiological information 

shows that diabetes affects tumors and all the more particularly so in some hyper 

nearby malignancies like colorectal, pancreas, and liver.  

Hyperinsulinemia, portrayed by a serious level of insulin obstruction is suspected 

to track down the missing connection. This is because of the speculation that insulin 

may have a potential mitogenic impact [30-33]. Similarly, some studies suggest that the 

hyperglycemic condition itself may be cancer-causing since it raises oxidative pressure 

[34-35]. Hiroshi Noto et al. [36] have been focusing on these notions in order to find a 

possible link between malignant growth and type II diabetes. Profound Neural Network 

(DNN) is a design of ANNs that utilizes different layers among input and the yield 

layers. The advantage of DNNs is that they normally tie down the proper numerical 

perspective to shift input over to yield regardless of whether the information is linear or 

non-linear. With the HPC and GPUs turning out to be more open and conservative it 

has become a lot simpler to use such innovation without any problem. Meng-Hsuen 

Hsieh et al., have utilized DNN to concentrate on the relationship of type II diabetes 

with colorectal cancer [37-40].  

They have utilized k-overlap cross-approval with the worth of k being 10 as a 

metric for this situation to decide the KPIs like misfortune capacity of indicator, high 

effect hyper-boundaries, and so on. Their DNN model comprised of a 37- dimensional 

information layer and 3 secret layers of 30 measurements every which brought about 1 

scalar yield layer. They used stochastic inclination drop [38-40], which they claim to 

have improved by using sped up angle drop [41-43]. The high dimensionality of the 

information indicates that the information layers will be densely connected, making it 

necessary for the enactment capacity to be extremely sensitive and hence Rectified 

Linear Unit (ReLU) [44] was picked as the actuation work for input and secret layers. 

They utilize soft max enactment [45] for the yield layer because they are not interested 

in a twofold characterization. Because exactness was not a reliable measure of the 

indicator task due to unequal information appropriation, [46-48] they instead used 

accuracy, affectability, and F1 scores. They stated in the final comments of their review 

that depending on the DNN model that they had planned, they could see the association 

of type II diabetes and colorectal malignant development in people who had previously 

had type II diabetes. Given that the cancer has a wide range of classes and effects; it 
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appears to be more feasible to conduct the investigation to discover a possible link 

between type II diabetes and a confined/site-specific cancer. Among many such studies, 

one that has piqued our interest is the investigation of type II diabetes and breast cancer. 

P Boyle et al. [49] have conducted tests to investigate if there is a link between type 2 

diabetes and breast cancer. They initially focused on the overall danger, and their 

certainty stretches were deduced empirically, followed by calculating corresponding 

fluctuation. 

Their findings indicate that their meta-analysis includes as many as 40 risk 

indicators from their writing study. The findings also revealed that in participants with 

preexisting type II diabetes, the Summary Relative Risk (SRR) was viewed as 1.27 

over a given time period and the affectability investigation produced quantitatively 

insignificant results. When the meta-examination was limited to the imminent 

gathering of subjects the distinction in the SRR was immaterial and the SRR was 1.23 

with a distinction of 0.04. Unexpectedly, when the equivalent meta-examination was 

done on the review subjects the SRR was altogether higher at 1.36. According to their 

review, the SRR was non-digressive to the extent that the subjects' menopausal status 

was concerned about an SRR worth of 0.86; nevertheless, the SRR in post-menopausal 

subjects was regarded as 1.15, and the difference was actually significant.  

To summarize their findings, we can say that they discovered a much stronger link 

between diabetes and breast cancer [50], but only in postmenopausal [51] women. In 

one of the most recent studies, a few scientists attempted to use group learning 

approaches to discover a possible association between diabetes and breast cancer. In 

this review by Shaboni et al. [52], scientists used criteria such as gravida count, glucose 

[53-56] concentration, diastolic pulse, and the results of an insulin test observed for 2 

hours. They guarantee that their suggested model outperforms Adaptive KNN, the 

decision tree, and group perception. The increase in risk is comparable to many of these 

studies on Caucasian populations and additionally suggests that an expanded risk of 

malignant development in Diabetes Mellites subjects may happen globally with a 

negligible magnitude for most types of malignant growth. The increase in risk is 

comparable to many of these studies on Caucasian populations and moreover suggests 

that an expanded hazard of malignant growth in Diabetes Mellites subjects may happen 

globally with a negligible magnitude for most types of malignant growth. As he 

concludes, DM individuals from Asian Population-based studies had a small increase 

in the risk of most forms of cancer, with middle-aged men having DM having a higher 

cancer risk. Zidian Xie [57] conducted an exhaustive audit on forecasting models for 

type 2 diabetes using a variety of AI computations including, SVM, Decision tree, 

logistic regression, neural network, random forest, and Gaussian Naive Bayes. By 

examining their forecast, effectiveness on the informative index of the test, In terms of 

AUC, sensitivity, specificity, and accuracy, our prediction models performed similarly 

in anticipating DM type 2. 

 In any case, the neural network prediction model outperformed the others in terms 

of accuracy, specificity, and AUC. The decision tree prediction model, on the other 

hand, had the most affectability. The Neural Network model provided the best model 

execution among the eight predictive models, with the highest AUC esteem; 

nonetheless, the Decision tree model is preferred for beginning evaluating for Diabetes 

mellites type 2 since it had the highest sensitivity and, thus, detection rate. He affirmed 

recently detailed risk factors and distinguished sleeping time and recurrence two 

additional possible risk factors for type 2 diabetes have been found as a result of studies. 

In this assessment, pancreatic cancer is possibly the deadliest malignancy because its 
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initial diagnosis is difficult, and most patients have effectively proceeded to 

unrespectable circumstances with determination. [58] Menghsuenhsieh two models 

were created in Taiwan to predict the probability of getting pancreatic cancer in T2DM 

patients. The data used in this review revealed that the LR model outperformed the 

ANN model in the prediction of pancreatic cancer.  

The findings could help predict pancreatic cancer by observation, early detection, 

and therapy in people who have certain risk markers. More research from different 

countries is required to see whether our discoveries are applicable elsewhere. The 

model compiled risk variables for pancreatic cancer. The Chi-square test and the 

students' test were used to compare differences between direct and indirect factors. The 

region under the ROC bend of both forecast models was compared to the optimum 

value of 1.Understanding the relationship between diabetes and cancer is going to be 

one of the healthcare community's most difficult tasks. This also implies a better 

understanding of the role of glucose-lowering medicines. The use of glucose-lowering 

medication appears promising because it impacts the aetiology of cancer in people with 

type 2 diabetes, but there are some limitations to consider. J. A. Johnson and B. [59] 

Carstensen discovered a strong link between liver and pancreatic malignant growths, as 

well as reverse causality, where cancer caused diabetes. There were no notable 

discoveries between DM type 1 with malignant growths identifying with DM type 2. 

Individuals with type 2 diabetes were found to have a higher risk of stomach cancer in 

both Western and Asian countries.  

Hyperglycemia was discovered, followed by hyperinsulinemia, with the latter 

choice promoting cancer cell proliferation. RCT reports have been debatable because 

they made the occurrence of malignant look higher, and on the other end, two 

zeitgeister of preliminary insulin analogues with a long half-life indicating no proof of 

an increased risk of malignant growth but they were limited by a small sample size of 

patients for a short term. Observational examinations are preferred, with a longer time 

span between successive meetings and high-quality information gathering to ensure a 

legitimate outcome in such complex cases with a large amount of conflicting data. 

Diabetes Mellitus is a chronic pancreas malignancy characterized by an inability to 

produce enough metformin.  

This increases the concentration of galactose in the blood, which has an effect on a 

range of important designs such as veins and neurons. NIDDM (Non-Insulin 

Dependent Diabetes Mellitus) is very inescapable, representing more than 90% of all 

diabetes cases around the world. Ashrita Kannan, P. Vigneshwaran [60] have 

investigated Type 2 diabetes which is linked to getting older, being overweight, and 

having a family background of the illness. Grouping of cancer is finished utilizing the 

Random Forest. This model finds the optimal weight for the information many times 

and then fits it to the classification. The prediction approach is used to categories the 

data and delivers an outcome indicating whether a diabetic patient is likely to get 

cancer. It categories cancer types such as breast, liver, and colon. The Random Forest 

computation has a preparing precision of 99 percent. Diabetes can cause a variety of 

problems, including damage to the heart, veins, eyes, kidneys, and nerves. Modern 

medicine has had to deal with a massive amount of data collection, analysis, and 

utilization in order to treat complex clinical concerns. The review by Shahabeddin 

Abhari and Sharareh R [61] looked into AI algorithms and methodologies for T2DM 

treatment, with a focus on AI strategies. The assessment assumes that AI-assisted 

diabetes consideration is a useful technology. According to the findings, many 

approaches, including FL, ES, NLP, and robots, have not been used to DM type 2 
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autonomously. Only 6% of distributions used the KB strategy, while 71% used ML and 

23% used a combination of AI strategies. Diabetes and cancer have a puzzling 

association due to their multi factorial nature. Hui Chen [62] presented and described 

the dataset in this research by dividing it into two collections. A) In this study, DM 

type 2 patients with linked liver cancer were compared to DM type 2 patients without 

cancer. B) In a study, T2DM combined liver cancer patients were compared to DM 

type 2 integrated other cancer patients. Both patients are divided into ten groups, nine 

of which are used as training sets and one as a test set. A logistic multivariate 

regression using a step-by-step approach forward conditional method was used for 

training. The data comes from the National Clinical Medical Science Data Center's 

Diabetes Dataset (301 Hospital).  

3. Dataset used for Experimentation 

According to the survey, there are extremely few dataset records available for 

experimentation. PIMA Indian Dataset, UCI dataset, and Stanford AIM 94 datasets 

containing seventy patient records are the benchmark datasets used for diabetes 

prediction. The sections that follow provide an overview of the PIMA Indian dataset 

and the UCI dataset with 21 attributes. 

3.1 Pima Dataset: 

Pima Indians diabetes dataset is collected from the National Institute of Diabetes and 

Digestive and Kidney Diseases. The dataset's primary purpose is to identify patients' 

health records in order to determine whether a patient is diabetic or not. Table 1 shows 

the parameters of the PIMA Indian diabetes dataset, which contains 769 records. 

   Table 1. PIMA Dataset Parameters 

S. No Parameter Name S.No Parameter Name 

1 Num_Preg 5 Insulin
2 Glucose_Conc 6 BMI
3 Diastolic_bp 7 Diab_Pred
4 Thickness 8 Age

 

Table 2. Stanford AIM-94 Diabetes Dataset 

S.No Parameter Name S.No Parameter Name 

1 Regular insulin dose 11 Post-supper blood glucose measurement 

2 NPH insulin dose 12 Pre-snack blood glucose measurement 

3 Ultra Lente insulin dose 13 Hypoglycemic symptoms 

4 Unspecified blood glucose measurement 14 Typical meal ingestion 

5 Unspecified blood glucose measurement 15 More-than-usual meal ingestion 

6 Pre-breakfast blood glucose measurement 16 Less-than-usual meal ingestion 

7 Post-breakfast blood glucose measurement 17 Typical exercise activity 

8 Pre-lunch blood glucose measurement 18 More-than-usual exercise activity 

9 Post-lunch blood glucose measurement 19 Less-than-usual exercise activity 

10 Pre-supper blood glucose measurement 20 Unspecified special event 

The original matrix included 21 distinct diabetes prediction criteria. 29330 records 

are utilized for testing reasons. While preprocessing the dataset, the majority of the 
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parameters produce negative outcomes. Table 2 provides the parameters utilized in this 

experiment to classify the data for the patient's records as diabetes or not. 

3.2 Proposed Work 

Diabetes detection from current datasets is always a difficult task. The Pima Indian 

dataset and the UCI dataset are utilized for testing reasons. The proposed method 

analyses several diabetes markers and determines whether they are diabetic prone or 

not. Data is preprocessed and classified into many classifications. Dimensionality 

reduction is used to remove undesirable or noisy data from preprocessed datasets. 

Principal component analysis (PCA) is used to reduce dimensionality by taking into 

account the identity matrix. Equation (1) describes the PCA that was done on the 

dataset. 

  

�=Ο−ΙΙ� Ο()         (1)  

 

Equation (1) is derived from the original matrix of records and features. Furthermore, 

an identity matrix with the number of rows of an original matrix with the identity value 

is created. To obtain the output matrix, dimensionality reduction is conducted on the 

original pre-processed matrix. The final matrix is created by using the similarity 

measure to transform the dimensionally reduced matrix. To acquire the optimal 

similarity, the similarity measure is computed using the transformation matrix.  

Classification of the matrix is performed using Naïve Bayes similarity measure. Naïve 

Bayes is used as a benchmark classification method used to classify the given dataset 

whether the patient is normal or abnormal. Advanced naïve Bayes algorithm is 

proposed to perform similarity identification for the given dataset. Though many 

approaches are used in the literature, the scope of this work was carried out using 

feature clustering and feature similarity that was specified in [63-65]. The motivation to 

carry out this work is using the feature similarity measures shown in [66]. 

  

����=��+��.	�.
�{��(1,2,3,…………�)}     (2) 

 

Equation (2) represents the variance of the transformed matrix to compute the 

similarity between the features. Where �� belongs to the random variable with index 

ranging from -1 to 1; 	� is the binary mutation range with having the precision between 

0and1.The probability distribution for identifying the precision ways ranges between 0 

and 1. A conventional cross-over is applied on ‘n’ variables to compare with the new 

individual variables. After evaluating equation (2), selection of the random variables is 

performed on the non-binary variables to identify the new elements. Binary 

metaheuristics algorithm is applied which leads to better accuracy. 

After performing the product of the identity matrix and the transpose of it 

represented in equation, the transformation of the original matrix is produced (1). 

Where 'n' is the number of records available in the supplied dataset. The flowchart of 

the technique used to obtain the dataset is shown in Figure 1. Researchers frequently 

consider the PIMA diabetes dataset for experimenting in the classification of diabetes 

patients as normal or abnormal. In this research, the Stanford AIM-94 dataset is 

considered for experimentation. 
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Figure 1. Flowchart of Proposed Approach 

4. Discussions and Results 

Statistics are gathered by conducting multiple experiments with the PIMA dataset, the 

UCI dataset, and the Stanford AIM-94 dataset, each of which has 29360 records 

preprocessed to 3478 records. The dataset is dimensioned and classified using the J48, 

Nave Bayes, Random Tree, and Random Forest models, in addition to the suggested 

model. Below mentioned in Table 3 to Table 7 gives the confusion matrix of the 

different classifiers with class labels normal or abnormal; the confusion matrix along 

with the accuracy, precision, and recall are calculated to identify the accuracy of the 

existing model with the previous models. 

Table 3. Confusion Matrix of J48 with Aim-94 dataset 

Classificaon Confusion Matrix Metric 

J4
8

 

 Class 1 Class 0 Tota l TP FN FP TN Accuracy Precision Recall 

Class 1 1747 455 2202 1747 455 453 823 73.893 0.794 0.793 

Class 0 453 823 1276 823 453 455 1747 73.893 0.644 0.645 

   3478 2570 908 908 2570 73.893 0.739  

 

Table 3 gives the overall information about the confusion matrix for 3478 preprocessed 

records. The overall accuracy of the J48 classifier is noted as73.89% and from this, 

various other parameters like precision, recall, sensitivity, and specificity can be 

calculated. In similar ways, the accuracy of Naïve Bayes is obtained as 65.095%, 

RandomTreewith70.529%, RandomForestwith75.043%, and proposed approach with 

84.215%. According to the results of the trial, the precise approach of the suggested 

solution outperforms the existing alternatives. When using the suggested measure on 

the Stanford Aim-94 dataset, the accuracy and precision outperform all other 

techniques. When compared to existing techniques, the number of dimensions lowered 

is relatively good. The performance of reading the data improves significantly when the 

number of features is reduced. One such important contribution shown is identifying 

True positive, False Positive values shown in Fig 2 and Fig3. 
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 Table 4. ConfusionMatrixofNaïveBayeswithAim-94dataset 

 

Table 5. Confusion Matrix of Random Tree with Aim-94dataset 

 

Table 6. Confusion Matrix of Random Forest with Aim-94 dataset 

Classification Confusion Matrix Metric 

R
an

d
o

m
 

F
o

re
st

 

 Class 1 Class 0 Total TP FN FP TN Accuracy Precision Recall 

Class 1 1762 428 2202 1762 440 428 848 75.043 0.805 0.800 

Class 0 440 848 1276 848 428 440 1762 75.043 0.658 0.665 

   3478 2610 868 868 2610 75.043 75.043  

 

Table 7. Confusion Matrix of Proposed Approach with Aim-94 dataset 

Classification Confusion Matrix Metric 

P
ro

p
o

se
d

 

A
p

p
ro

ac
h

  Class 1 Class 0 Total TP FN FP TN Accuracy Precision Recall 

Class 1 2369 130 2499 2369 130 419 560 84.215 0.850 0.948 

Class 0 419 560 979 560 419 130 2369 84.215 0.812 0.572 

   3478 2929 549 549 2929 84.215 84.215  

 

Figure 2. Accuracy of Proposed vs Existing Approach 

Classification Confusion Matrix Metric

N
aï

v
e 

B
ay

es
  Class 1 Class 0 Total TP FN FP TN Accuracy Precision Recall 

Class 1 1019 1183 2202 1019 1183 31 1245 65.095 0.970 0.463 

Class 0 31 1245 1276 1245 31 1183 1019 65.095 0.513 0.976 

   3478 2264 1214 1214 2264 65.095 65.095  

Classification Confusion Matrix Metric 

R
an

d
o

m
 

T
re

e 

 Class1 Class 0 Total TP FN FP TN Accuracy Precision Recall 

Class 1 1692 510 2202 1692 510 515 761 70.529 0.767 0.768 

Class 0 515 761 1276 761 515 510 1692 70.529 0.599 0.596 

   3478 2453 1025 1025 2453 70.529 70.529  
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The results carried out are performed for any conventional dataset with various 

existing classifiers. The proposed approach’s how better accuracy and with other 

methods, the accuracy and precision are calculated but the results are not promising. 

The records collected have very few samples, the improvement in identifying the data 

that is classified as normal or abnormal is a tedious task. Fig 2 and Fig 3 show the 

various accuracies with the proposed approach compared with existing methods. In 

addition, the results are shown promising compared to existing methods. 

Figure 3. TPR & FPR of Proposed vs Existing Approach 

5. Conclusion and Future Work. 

Many scopes are available from the front referenced survey and examination for a great 

deal of exceptional effort that has been put in by particular scientists all around the 

world. The literature provides immense motivation from their works. A huge fraction 

of the tests have not had the opportunity to demonstrate unequivocally that a 

preexisting Form II diabetic disease will result in any type of malignant growth. We 

firmly agree that expecting the occurrence of any sort of cancer in persons with 

preceding type II diabetes is critical in knowing the factors that contribute to malignant 

growth and assuming that can distinguish between harmful and innocuous tumours. In 

our current work, we are attempting to develop an original methodology for 

establishing any conceivable link between type II diabetes and any type of case by 

utilizing information-driven information design based calculations while utilizing 

Machine learning methods for classifying the data into normal and abnormal with 

greater accuracy. 
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