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Abstract. Recently, increased availability of the data has led to advances in the 
field of machine learning. Despite of the growth in the domain of machine learn-
ing, the proximity to the physical limits of chip fabrication in classical computing 
is motivating researchers to explore the properties of quantum computing. Since 
quantum computers leverages the properties of quantum mechanics, it carries the 
ability to surpass classical computers in machine learning tasks. The study in this 
paper contributes in enabling researchers to understand how quantum computers 
can bring a paradigm shift in the field of machine learning. This paper addresses 
the concepts of quantum computing which influences machine learning in a quan-
tum world. It also states the speedup observed in different machine learning algo-
rithms when executed on quantum computers. The paper towards the end 
advocates the use of quantum application software and throw light on the existing 
challenges faced by quantum computers in the current scenario.  
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1. Introduction 

In recent years, owing to increase number of datasets, machine learning has gained 

utmost success in transforming science and technology [1]. The aim of machine 

learning is to enable computers to act in a manner that barely involves any kind of 

human intervention and does not require the need of being programmed explicitly [2]. 

The vast ap-plications of machine learning ranging from predicting protein structure, 

drug discovery in biology [3] to black hole detection [4], wave analysis in physics [5] 

to speech recognition, self-driving cars, etc. in computers exhibits a remarkable 

contribution in today’s scenario. However, with this ever-growing size of dataset, it has 

posed certain challenges in this field. With the Moore’s law moving towards its 

extinction, we might probably attain a peak where current computational methods 

would not suffice handling of such humongous datasets [6]. 

This motivated to use the concept of quantum computing which is based on 

quantum mechanics. The application of quantum mechanics in the discipline of 

information processing is termed as Quantum Information Processing [7]. By 

exploiting the properties of quantum computing such as entanglement and 

superposition, quantum computers could efficiently solve some problems that are 

perceived as hard problems for classical computers [8,9,10].The applications developed 

in the field of machine learning using quantum computing algorithms exceeds the 

capabilities of any classical computer achieving quantum supremacy. A successful 

demonstration of quantum supremacy would prove that engineered quantum systems 

can outperform the most advanced classical computers [11].  
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This paper aims to provide technical insights of integrating quantum computing 

with machine learning that will prove beneficial to readers of both the communities i.e., 

of machine learning as well as of quantum computing. 

2. Classical Machine Learning 

Machine learning, is a sub-discipline of artificial intelligence where learning from 

data is involved. In 1959, Arthur Samuel described machine learning as “a field of 

study that gives computers the ability to learn without being explicitly programmed” 

[12]. Machine learning is used to find hidden structures and interesting patterns from 

given dataset. The intrinsic value of data can be augmented with machine learning. This 

value can be fetched in different manner depending upon the nature of the dataset 

available. Broadly, the term learning in machine learning can be divided into three 

types: Supervised, Unsupervised and Reinforcement Learning. In Supervised Learning 

a computer is fed with input-output data pairs that helps to infer an algorithm and 

predict the output. It is generally used for classification of data based on the labels. 

Examples of supervised learning classifier includes K Nearest Neighbors, Decision 

Tree, Naive Bayes and Random Forest models. In Unsupervised Learning input-output 

data pairs are not given to the machine, rather the system is fed with unlabeled data and 

hence it builds an algorithm to find the patterns. It is used for clustering of data. Some 

of the examples are Apriori, K-means and Principal Component Analysis. 

Reinforcement Learning uses software agents to earn cumulative rewards and thus 

proceed to train the algorithm in a certain manner. In all these learning methods, the 

indispensable role is of training phase. Training phase is often considered as most 

costly phase of any machine learning process. When dealing with extremely large 

datasets efficient training methods plays a vital role. 

Irrespective of what learning method is adopted, an optimal machine learning 

algorithm is the one which produces a minimum error rate by consuming minimum re-

sources. Due to ever increasing rate of data, current machine learning systems are 

nudging the limit of classical computational resources. Challenges lies in the problem 

of finding an optimal solution to any problem, that helps to minimize the complexity 

class of the problem [13]. This is where there arises a need to shift to quantum 

computing. 

3. Quantum Computing 

Quantum computing deals with the problem of processing, storing and transferring in-

formation which is encoded in quantum mechanical systems. This mode of information 

is termed as quantum information. Quantum information is processed by acting upon 

quantum systems. Basic quantum computing concepts that influence any algorithm to 

perform in an efficient manner [14]. 

3.1. Qubit 

Quantum bits or qubit is the fundamental unit of processing information in quantum 

systems analogous to a bit in classical systems. A qubit can exist in one or more than 

one state simultaneously. However, the information content stored in a qubit that is 
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equivalent to a single bit in classical medium. It is defined as linear superposition of 

states. 

|�⟩ =  � |�⟩ +  � |�⟩   ,   C 

where, ||2 + ||2 = 1. The complex numbers  and  are probabilities of the basic 

states of |0⟩ and |1⟩, and |0⟩ and |1⟩ represent the orthogonal states. 

3.2. Superposition 

A qubit can be in a state of |0⟩ and |1⟩ at the same time. This implies that to store 

two bits worth of value only one qubit is required. On similar lines for 4 bits, 2 qubits 

will be required and hence, 2NClassical Bits can be stored on N Qubits. This means that 

a particle has an ability to exist in multiple quantum states and when the measurement 

is performed, it undergoes certain changes resulting in a probabilistic value, thereby 

losing its individuality [15,16]. 

3.3. Entanglement 

In a multi qubit system, qubits exist in a manner that they lose their individuality. It 

means the property of one qubit is connected to the property of another qubit. Thus, 

this property helps the qubits to be correlated with each other despite of being 

separated by large physical distances [17,18]. 

3.4. No Cloning Theorem 

This theorem states that it is not possible to create an identical copy of an arbitrary 

unknown quantum state. It helps to infer that once a measurement is performed, it is 

not sure to get the same information after another measurement being performed on an 

already measured state. 

 

Quantum measurement depends on the wave function collapse. It occurs when a 

wave function, initially in a superposition of several eigen states reduces to a single 

eigen state due to interaction with the external world. This leads to measurement of a 

Quantum state which is probabilistic in nature. 

These paramount features offered by quantum computers are required for high-

speed computing which paves way to delve deeper and integrate machine learning with 

quan-tum computing. 

4. Quantum Machine Learning 

Quantum Machine Learning (QML) is the intersection of machine learning process 

with the concepts of quantum computing. In QML, quantum algorithms are developed 

to solve intricate problems of machine learning utilizing the potency of quantum 

computing. This is achieved by enabling expensive subroutines of classical algorithms 

to be executed on a quantum computer. The properties of quantum computing such as 

superposition induces parallelism in quantum computers which allows to evaluate 

function on many inputs in machine learning algorithms simultaneously. Entanglement 

provides a mechanism for improving the storage capacity as well as retrieving 
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corrupted or incomplete information [19,20]. These properties thus provide significant 

speedup of any computation evaluated on the basis of complexity [21]. By speedup it 

means the advantages obtained in run time by any quantum algorithm as compared to 

the classical methods used for the same task [22]. Table 1 gives a general overview of 

the different machine learning algorithms and their speedups when executed on 

quantum computers. The subroutines used by these algorithms uses the properties of 

quantum computing as discussed in section 3 to enhance their efficiency. It will thus 

help to understand how quantum computers can revolutionize machine learning. 

Table 1. Speed up of machine learning algorithms in quantum environment  

Algorithm Speedup

Associative Memory [23] Exponential improvement in capacity 
 

Boosting [24] Quadratic

 

Divisive Clustering [25] Quadratic

 

Gradient Descent [26] Exponential

 

K-Means [21,27] Exponential

 

K-Medians [25] Quadratic

 

K Nearest Neighbors [28] Quadratic

 

Pattern Recognition [29] Exponential improvement in capacity 
 

Principal Components Analysis [30] Exponential

 

Q-means [31] Exponential

 

Recommendation Systems [32] Exponential

 

Support Vector Machines [33] Exponential

 

5. Quantum Application Software and Challenges 

The gap between the computational models and its actual implementation has been 

narrowed down to a great extent with the development of open-source quantum 

software platforms around the globe. Some leading-edge quantum platforms like 

QISKIT [34], DWave [35], ProjectQ [36], Forest [37], Strawberry Fields [38], 

Quantum Development Kit [39] and Cirq [40]. allow these algorithms to be 

implemented on real quantum computers which can be accessed through cloud-based 

services or quantum simulators which runs on classical machines [41]. Thus, these 

software makes it possible to implement machine learning in quantum environment and 

experience the enhanced outcomes. 

QML poses a great challenge in the field of Quantum Information Processing as 

quantum computing is still in its infancy stage of development. Qubits are affected by 

various disturbances such as vibrations, electromagnetic waves, temperature 
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fluctuations, cosmic rays, etc. that are induced by the effects of quantum mechanics 

which are extremely sensitive to external conditions. Thus, the fragile nature of qubits 

makes them pone to high errors. The researchers are working in the field of mitigating 

errors induced due to noise and fragile nature of quantum computers [42]. Another 

challenge is the limited availability of quantum computers. As of now rigorous study is 

required to decide upon how many logical qubits are required by quantum computers to 

exceed the capabilities of classical computers, that are extremely powerful [43]. 

6. Conclusion 

The study in this paper reveals that with the existence of quantum supremacy a 

drastic change will be seen in the field of machine learning. The immense challenges 

require different approaches of quantum computing to be devised and investigated to 

enhance machine learning methods. The properties leveraged by quantum computers 

helps to achieve considerable speedups in the field of machine learning. Although 

QML has gained a lot of awareness amongst quantum scientists and machine learning 

researchers, yet in order to gain maximum benefits areas which remain unfolded may 

be explored and delved deeper. 
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