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Abstract. High dimensionality is the serious issue in the preprocessing of data 
mining. Having large number of features in the dataset leads to several 
complications for classifying an unknown instance. In a initial dataspace there may 
be redundant and irrelevant features present, which leads to high memory 
consumption, and confuse the learning model created with those properties of 
features. Always it is advisable to select the best features and generate the 
classification model for better accuracy. In this research, we proposed a novel 
feature selection approach and Symmetrical uncertainty and Correlation 
Coefficient (SU- CCE) for reducing the high dimensional feature space and 
increasing the classification accuracy. The experiment is performed on colon 
cancer microarray dataset which has 2000 features. The proposed method derived 
38 best features from it. To measure the strength of proposed method, top 38 
features extracted by 4 traditional filter-based methods are compared with various 
classifiers. After careful investigation of result, the proposed approach is 
competing with most of the traditional methods. 
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1. Introduction 

Data mining is the adulatory area of research since a decade in many fields including 

medical investigations, stock market analysis, business, education, transportation, etc. 

With the data mining approaches the more insights of the data can be analyzed for 

future prediction in order to get positive results. For any field of study data is crucial 

part. Data may be in different forms (text, audio, video, image etc.) from field to field. 

Before applying data mining techniques, the type and format of data need to be 

preprocessed [1]. The collected data may have missing values, missing classes, 

imbalanced and high dimensional in nature. Missing values can be addressed using by 

filling the values using various techniques like average values, binning. Missing classes 

can be filled by calculating the distance with already classes. Imbalanced issue can be 

addressed with applying the oversampling and under sampling techniques [2].  
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High dimensionality can be addressed using feature reduction and feature selection 

algorithms.In this research article, high dimensionality issue of preprocessing is 

addressed by proposing novel feature selection approach using correlation (Cor) 

coefficient and Symmetrical uncertainty. 

If a greater number of independent features (may be hundreds to thousand) existed 

in a dataspace is called high. dimensional data [3]. Search space for the given problem 

will be increases as number of features are more in the dataspace. This will create a 

problem to face curse of dimensionality. This type of datasets consumes more amount of 

memory during the classification model generation. In case of lazy learners, it is very 

difficult for generating classification model because model is not created in advance. The 

classification model generated over high dimensional data may perform adversely and 

classifier may get confuse in classifying an unknown instance. 

This high dimensionality issue is very common thing which will appear in machine 

learning datasets. There are some techniques existed for minimizing the number of 

features needed for classification as high dimensional data consists of irrelevant and 

redundant features. Principal component (PCA) analysis is widely used feature 

reduction process to identify the principal components in a classification which 

identifies attributes that are orthogonal to others. Apart from feature reduction, feature 

selection is another possible solution. Filter, wrapper, and embedded are three types of 

feature selection modes. Filter mode gives the rank to each feature in the dataset. 

Depending on the threshold (number of features to be considered to generate the model 

(n)), top ‘n’ features will be selected as per the rank given. ReliefF, Gain ratio, Chi-

Squared, Information Gain, and Symmetrical Uncertainty are some of the existed methods 

based on filter approach. Wrapper mode gives the subset of features directly. It uses 

the searching algorithm (BFS, DFS. Genetic, etc) and learning algorithm for generating 

subset of feature. Embedded combines both these approaches [4]. This paper is based 

on filter methods only. 

Microarray datasets has huge number of features ranging from few hundreds to few 

thousand, generating a classification model on such huge dataset is challenging job. 

Such type of dataset analysis required a proper feature selection approach in order to 

reduce the memory consumption problem and increasing the classification accuracy [5]. 

In this research colon microarray dataset, which has 2000 features is examined with the 

some of the existing methods and proposed method. The same method also tested on 

other datasets also for generalizing it. 

In this research, one of the filter-based method Symmetrical uncertainty (SU) is 

used along with correlation coefficient (CCE) for proposing a new method. The 

relation between SU and Cor are given in next section. The existed literature 

related to the feature selection is articulated in second part. The proposed approach is 

described in methodology section. The experimental result analysis output and dataset 

description is explained in fourth section. The article is concluded with future 

recommendations. 
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2. Related Work 

The proposed method is based on Symmetrical uncertainty (SU) which is filter-based 

approach and correlation coefficient (CCE). In the existed literature, SU and Cor is 

applied by many researchers on various datasets. Some of the researchers considered 

SU and Cor separately, few are considered combined. SU can be defined as 

SU=2*IG/(H(F1) +H(F2)) . (1) 

IG is Information Gain; H(F1) is Entropy of F1; H(F2) is Entropy of F2. The value of 

SU ranges from 0 to 1. The feature with high SU score is considered as strong feature. 

       A distributed feature selection approach based on SU is proposed by the authors to 

reduce the features of 6 microarray datasets [6]. A quarter feature selection approach 

based on SU is proposed by the researcher and examined on various datasets [7]. In their 

approach, researchers divided the dataset in 4 clusters (25% of features). Top 25% of 

features derived by some of the traditional methods are compared with their approach 

by applying various classifiers. One of the cluster of features derived by the researchers 

performing better than the existed methods. Assembling approach based on SU is 

proposed by the authors and examined on the sonar target classification [8]. Authors 

divided the sonar dataset in various clusters and applied bagging and boosting to 

measure the classification accuracy. 

     Another statistical measure used in this research is Correlation Coefficient (CCE), 

which is used to measure the strongness /dependency between two features. The CCE 

between two features can be [-1, +1]. +1 indicates, two variables are strongly/positively 

correlated, so one attribute can be considered and other can be ignored. CCE of two 

random variables X and Y can be derived as below equation 

CCE = n (∑xy) -(∑x) (∑y) / √[n∑x2-∑x2)] [n∑y2-∑y2)]     . (2) 

 

      A FAST feature selection-based SU and CCE is proposed and tested over several 

datasets [9]. Authors achieved 85% success rate over traditional methods using FAST. 

Authors constructed the graph based on the values of SU and CCE, later applied the 

prims algorithm to find minimum spanning tree. The result of minimum spanning tree is 

considered as reduced subset of features. Our proposed system is inspired from FAST 

subset feature selection with different approach. 

     There some literature related to the colon cancer is available. Authors proposed 

feature selection approach based on clustering concept over the colon cancer to classify 

the gene expression and they achieved the best accuracy than some of the existing 

methods [10]. Authors proposed a method based on Particle Swarm Optimization (PSO) 

feature selection algorithm along with the Support Vector Machine classifier algorithm 

to get the best features from colon cancer microarray data, their method competing 

with other existing algorithms in accuracy [11]. Feature selection practices like genetic 

algorithm and mutual information are applied by the researchers for testing the cancer 

microarray data [12]. By using their approach most expected cancer connected genes 

are determined from large microarray dataset. A Multi-Objective Binary PSO 

(MOBPSO) algorithm is suggested for inspecting the cancer gene expression data [13]. 
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     After applying feature selection process in the pre- processing, classification 

algorithms are applied using selected features. For this research also various tree, lazy, 

rule, and functional classifiers are applied to test the accuracy of selected features. The 

selected features are compared with the features derived by some of the existing 

methods such as ReliefF, Gain ratio, Chi-Squared, Information Gain. These are based 

on the concept of information theory [14]. 

3. Proposed Methodology 

In this research, a novel feature selection technique is proposed based on two statistical 

components called correlation coefficient and symmetrical uncertainty. The proposed 

technique is based on the steps given in algorithm. 

Algorithm steps: 

1. Derive the SU score of every feature and ignore the feature whose score is 

zero, then place remaining features it in it’s descending order of SU score. 

Elect the middle feature’s SU score as Threshold (T). 

2. Create the CCE Symmetrical matrix (CCE(Xi,Yi)) of initial dataset . 

3. Transfigure the CCE(Xi,Yi) matrix to weighted binary matrix (WB) as per the 

steps given below. 

for(i=1 to n) for(j=1 to n) 
if(CCE(Xi,Yi) > T) 
WB(Xi,Yi)=1 

else WB(Xi,Yi)=0 
End End 

4. Calculate the total weight of each feature by summing up all 1’s related to 

each feature. 

5. Group the features which are having the same weight (W(F)) 

6. Clusteri={Fi1, Fi2,...Fik} 
/* i is the cluster id, increment i by 1 until all features are formed 

*/ 

7. Select the strong feature from each cluster. (i.e a feature whose SU score is 

greater than all of its features are nominated as strong feature) 

 

Example 

Consider the features f1, f2, f3, f4, f5, f6, f7, f8, f9, f10, f11, f12) 

in primary data set. 

 

1. SU score of every feature is given in Table 1. (As per step 1) 
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Table 1. SU score of all features in primary data set. 

SU Rank Fid 

.19 1 f10 

.19 2 f8 

.19 3 f7 

.18 4 f9 

.15 5 f2 

.09 6 f1 

.07 7 f4 

.06 8 f3 

.06 9 f5 

.02 10 f6 

0 11 f11 

0 12 f12 

* Ignore f11 and f12, as their SU score is zero 

2. Threshold (T) = .15, as ‘b’ is the middle feature. (As per step 2) 

3. CCE(Xi,Yi) matrix of the primary data set is given in below    Table 2. (As per setp3) 

Table 2. CCE(Xi,Yi) Matrix 

Feature 

Id 

f1 f2 f3 f4 f5 f6 f7 f8 f9 f10 

f1 1 0.21 0.25 0.22 -0.23 0.01 -0.23 0.06 0.07 0.09

f2 0.21 1 -0.15 -0.9 0.03 0.04 -0.09 0.05 0.04 0.07

f3 0.25 -0.15 1 0.08 0.05 0.24 -0.09 0.26 0.01 0.13

f4 0.22 -0.9 0.08 1 0.27 0.06 0.2 -0.21 0.02 0.03

f5 -0.23 0.03 0.05 0.27 1 0.03 0.06 -0.1 0.06 0.17

f6 0.01 0.04 0.24 0.06 0.03 1 0.04 0.19 0.03 -0.08

f7 -0.23 -0.09 -0.09 0.2 0.06 0.04 1 0.03 0.19 0.02

f8 0.06 0.05 0.26 -0.21 -0.1 0.19 0.03 1 0.04 0.02

f9 0.07 0.04 0.01 0.02 0.06 0.03 0.19 0.04 1 -0.06

f10 0.09 0.07 0.13 0.03 0.17 -0.08 0.02 0.02 -0.06 1 

 

4. Convert the CCE(Xi,Yi) matrix to weighted binary matrix (WB) and calculate the 

total weight of each feature. 

 

 

 

A.B. Pawar et al. / SU-CCE: A Novel Feature Selection Approach for Reducing High Dimensionality 199



Table 3. Weighted Binary Matrix 

Feature 

Id 

f1 f2 f3 f4 f5 f6 f7 f8 f9 f10 Sum of 

Weight 

f1 1 1 1 1 0 0 0 0 0 0 4 

f2 1 1 0 0 0 0 0 0 0 0 2 

f3 1 0 1 0 0 1 0 1 0 0 4 

f4 1 0 0 1 1 0 1 0 0 0 4 

f5 0 0 0 1 1 0 0 0 0 1 3 

f6 0 0 1 0 0 1 0 1 0 0 3 

f7 0 0 0 1 0 0 1 0 1 0 3 

f8 0 0 1 0 0 1 0 1 0 0 3 

f9 0 0 0 0 0 0 1 0 1 0 2 

f10 0 0 0 0 1 0 0 0 0 1 2 

 

5. Group the features which are having the same weight Cluster 1 with weight 

4: {f1, f3, f4} 

Cluster 2 with weight 3: {f5,f6,f7,f8} 

Cluster 1 with weight 2: {f2, f9, f10} 

6. Select the strong feature from each cluster Strong subset of 

cluster is {f1, f8, f10} 
 
4. Experimental Results and Discussion 

The entire research experiment was carried out in the software laboratory of 

computer engineering department terminal. It was configured with Linux 

distribution and installed necessary packages to run proposed algorithmic steps via 

terminal. The proposed algorithm is experimented on Colon cancer microarray dataset. 

It has 2000 features and 2 classes. As per the steps proposed in the algorithm, firstly SU 

is applied and determined the features whose score is greater than zero. We could get 138 

features whose SU score is greater than zero. Then, CCE matrix of those 138 features is 

constructed. Then, weight of each feature is calculated. After completion of the process, 

we could get subset of 38 features. To know the strength of the proposed method, top 

38 features derived by some of the existing filter-based algorithms are taken into 

consideration. With these 38 features, classification models are created. For this, Jrip, 

Ridor (rule based), Simple cart(sc), J48 (tree based), Naive Bayes and instant based 
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IBK are used. This experiment is done with popular machine learning tool WEKA with 

all its default settings. For generating Correlation coefficient matrix, the popular 

statistical program R is used. Below table 4 has classification result accuracy. 

 
Table 4. Classification Result Analysis 

 
Jrip Ridor J48 SC NB IBK 

IG 77.41 74.19 80.64 77.41 80.64 82.25 

Chi 79.03 70.96 80.64 77.41 83.87 82.25 

Gr 77.41 74.19 80.64 77.41 82.25 82.25 

Rel 77.41 74.19 80.64 77.41 80.64 82.25 

Proposed 82.25 70.96 91.93 83.87 88.87 79.03 

ALL 
features 
(SU > 0) 

75.80 64.51 82.25 75.80 53.22 77.41 

 

      The accuracy of the features derived by Information gain (IG), ReliefF (Rel), and 

Gain ration (Gr) is same because, top 38 features derived by those are same. The 

comparative analysis of proposed method and existing algorithms with various 

classifiers is given in Fig. 1. 

 

Figure 1. Comparative Analysis 

 

Figure 1 show Comparative analysis reveals that, proposed method is 

performing better than all existing methods with Jrip, J48, and NB classifiers. It also 

competing with Chi and performing better if all the features are considered using Ridor. 

The proposed method is performing little lower than all existing, but recorded improved 

performance with IBK. The proposed method is tested with little variation on 10 real 

datasets and its performance is analyzed. After careful analysis majority of the cases the 

proposed method has displayed improved performance than existing methods. 
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5. Conclusion 

In this research paper, a novel approach of subset selection of feature selection 

framework is demonstrated to reduce the dimensionality of a dataset to resolve the 

issues of selecting the appropriate and required strong features in high dimensionality 

dataset. In the experiment analysis, initially, Symmetrical Uncertainty and then and 

correlation coefficient are taken to select the useful, strong features. The developed 

method is compared with 04 existing filter-based methods as, Chi- Square, Grain Ratio, 

information gain, and ReliefF. For testing purpose, 06 classifiers Jrip, Ridor, J48, 

Simple cart, Naive Bayes, IBk are experimented on colon cancer high dimensional 

dataset, which has 2000 features and later demonstrated with 10 different real time data 

sets. After rigorous analysis, it is observed, proposed method gives promising better 

results over existing IG and GR on 8 data sets, also performed better on 8 data sets. Also, 

found more promising than ReliefF method. 
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