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Abstract. Crime is the factor increases day by day and also needs the solution for
identifying these activities in an efficient and quick manner. Many surveillance sys-
tems use artificial intelligence and image processing are incorporated with them to
implement an intelligent surveillance system. But most of the systems are provided
the alarm or identifies the crime after it happens. To solve this problem, camera
footage-based theft detection will be used with the help of machine learning to de-
tect theft occurrence. System will detect the human activity with the help of open-
pose algorithm and convolution neural networks. Then the footage will be exam-
ined based on the pretrained model and it will be classified into three categories
namely safe, abnormal or crime. Convolution neural network is used to classify the
motion and an alert message will be sent to the owner along with captured image
and options such as neglect or call the police.
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1. Introduction

In rapid movement of life, everyone can’t get the time to monitor all the things happen-
ing around them. And everyone busy with their outside works and they don’t even watch
their own belongings or their house security in their daily routine activities. The only
solution for this is continuous monitoring the behaviour or activities of people around as
and to get the information about any abnormal activities. Smart surveillance is the solu-
tion for this which provides continuous monitoring of any one behaviour comes under
the surveillance system. In general, surveillance system includes some electronic equip-
ment like closed-circuit television (CCTV), sensors with alarms for identify unautho-
rized access, etc., In addition, surveillance system used for monitoring the behaviour of
the people under surveillance and inform the admin about the behaviour of the people’s
come under the system installed for protection. Sometimes, this also used for negative
purpose but we have to neglect that for further proceedings.

Many systems are in use currently to detect the crime activities before by identifies
the new user to the place or by the identify the activity of the person which considers as
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abnormal one belonging to the place. Sometimes, false alarm also given by the system
and that has to be avoided in the surveillance system. To overcome all these things, we
need the system that provides continuous monitoring and detect the situation of crime
before it happens. It also has not to give alarm publicly without identifies it properly.

The implementation of anti-theft environment with smart surveillance using CCTV
which captures the live video and analysing the frames using machine learning ap-
proaches. This system gives the alarm to the admin if they found any suspicious activity
which is not come under the normal behaviour of the people. The alarm sent with the
captured image in which frame it find the activity was suspicious. The proposed system
involves in real time crime detection which helps the people to protect their belongings
in any kind of environment.

The overall objectives of this work are to detect the abnormal activity like theft in
live video processing. This system also aims to notifying the respective person with im-
age when user is online. Eliminating manual intervention and reduce the storage over-
head for increasing security. The need for a system which automatically detects the crime
and warns the admin / user is of great demand in current situation as in a fast-running
world where trust is no more. The smart way is to get a instant notification about the
abnormal activity in the place at absence of human. The existing system can detect the
activity but not on real-time and it doesn’t notify about the activity too.

2. Related Works

The literature survey was done regarding object detection, human activity detection and
theft detection. Detection deals with the different objects which come in camera action
with certain classes like immovable objects or movable objects like human, vehicles, ani-
mals, etc.,. The movement among the objects is detected through the frames and analysis
carried out among them to identify the crime.

The system proposed by Bharath and Dhivya [1] detects moving object and it clas-
sifies and evaluates its parameters by alternating the algorithm in effective way. It tracks
the object frame by frame and parameters like speed, velocity of the object are calculated.
The system proposed by Edgar et al. [2] gives the systems that detect the overlapped
objects in the frame. Their system considers both local and global cues using probabilis-
tic top-down segmentation. Sharieff et al. [3] proposed the system for detect the hided
image or object in the frame using inpainting technique.

Human activity detection deals with detecting various activities performed by hu-
man. Those activities include walking, talking, standing, sitting, doing some activities,
etc., The system proposed by Xinyu et al. [4] can detect human abnormal behaviours
from real-time video surveillance.

The system proposed by Gowsikhaa, Manjunath et al. [5] works on the sequence
of frames form where the abnormal activity detected. The system proposed by Lazaros
and Anastasios [6] helps to categorize the behaviour of the person is abnormal or not
in a crowded environment. The system proposed by Debaditya and Krishna [7], detects
snatch thefts using gaussian mixture model with a large number of mixtures known as
universal attribute model to capture variations of attributes in diverse scenarios. The im-
age retrieval is helps to extract the target objects from the available frames as mentioned
[8,9].
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The system proposed by Anjum and Babu [10], detects theft using raspberry pi,
using image processing on live video to detect theft using motion and also to highlight
the area where motion occurred. The system proposed by Munagekar [11] detects theft
taking place in an enclosed environment. It uses canny edge detection algorithm for
detecting objects and to prevent theft. If there is any variation in the count of pixel then
the system detects there is an intrusion. Then it raises an alarm. Ayyasamy et al. [12]
using the image processing techniques to locate or trace the object using IClique Cloak
approach which helps to locate the disabled object.

The system proposed by Rupesh and Nupur [13] deals with automation of video
surveillance in ATM machines and detects any potential crimes. The captured video is
fragmented into smaller frames and then the vector graphics and image processing tech-
niques are implemented.

3. System Design

The system takes in live-video or recorded video as input as shown in Figure 1. The first
step is to split the video into frames and process it for human’s detection. The detected
number of humans are displayed along with the number of Frames per Second (FPS)
being processed. Individual human activity is detected and the points specific to the par-
ticular human is measured. The predicted points are stored and is given to the trained

CNN AND OP
INPUT EXTRACT FRAMES -
VIDEO > FROM VIDEO FOR DYNAMIC TRANSFER
POINT VALUES
DETECTION l
l WARNING
TRAINED OPEN POSE FOR RESULT | A
MODEL CLASSIFICATION > AsED O

Figure 1. Architecture Diagram of Smart Surveillance for Theft Detection

model as input to detect the current activity based on the detected points it predicts the
activity in the frame. At the end, the output on the screen is a classification of the video
in real-time, a classification of the frame either safe, suspicious, or criminal activity. The
system consists of the following modules:

* Input video Extract frames from video.

* CNN for image processing

¢ Open-pose algorithm for classification of activity Classified Result (Safe / Abnor-
mal / Crime)

* Notifying the user / admin

¢ Sending the screenshot of the detected frame to user / admin

Each frame in the video will be taken and open-pose algorithm runs for human detection
and then it plots the points on the human. The number of frames to be processed in a
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second can be defined. Less number of frames per second leads to more accuracy in
activity detection. CNN identifies the pose of the human through the plotted points by
open pose through the model which is got by training the points of various poses and it’s
displayed for user / admin. Once the identified activity is found to be theft, then the user
/ admin will be warned about it through a text message to his verified mobile number in
in case that he is not connected to internet. If the admin / user has a live connection then
the screenshot the frame that is identified to be theft will be send to him.
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Figure 2. Flow of open-pose algorithm stimulation

4. Implementation Methodology

The dataset that is going to be trained in video format. A collection of videos for different
types of theft is downloaded from online sources. The training phase takes data of about
2950 samples of about 5 classes. It also takes 329 samples to validate the data. The
number of epochs given was 20. It shows, 20 number of times that the learning algorithm
has gone through the entire training dataset. It also displays value accuracy, value loss
at each step which are used to analyze the training phase and the efficiency. At the end
of the training phase, a graph is generated to visualize the value loss, value accuracy,
training accuracy and training loss.
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4.1. Human Pose Estimation

Open pose is a human pose estimation algorithm. Figure 2 shows the flow of open —
pose algorithm which gets input image and generate the key points based on heat map
for the human body. The bipartite graph generated through the heat map merged with
the assignment algorithm to get the human structure. Goal is to extract the position of
each of the body parts of every person appearing in a frame with no more sensors than a
digital camera. Open-Pose is a library that allow us to do so.

4.2. Parts and Pairs

The human body are the combination of parts such as neck, shoulder hip and arm. There
is pairs in between the parts to shoe that they are joint according to the specific pairs as
shown in Figure 3. These pairs are used to identify the position of the human parts while
doing any activities and to recognize the activity. A body part is an element of the body,
like neck, left shoulder or right hip. A pair is a connection between parts. These skeletons
show the indices of parts and pairs on the COCO dataset.
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Figure 3. Difference Between Parts and Pairs
4.3. Pre-processing
In pre-processing each frame of the video is converted from [0, 255]to [-1, 1].
img=1+img(2:0) (1)
4.4. Neural Network

The last operation of the neural network returns a tensor consisting of 57 matrices. How-
ever, this last operation is just a concatenation of two different tensors: heatmaps and Part
Affinity Fields (PAFs). Here, heatmap stores the pixel values which one involved in pairs
and parts of the body which given to the PAFs. From the associated PAFs the direction
of the body part movement detected for activity detection.
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Figure 4. Non-Maximum Suppression

4.5. Non-Maximum Suppression

To extract parts locations out of a heatmap the local maximums should be needed. Then
apply a non-maximum suppression (NMS) algorithm to get those peaks as shown in Fig-
ure 4. After all the process, the non-zero pixels denote the location of the part candidates.

Algorithm 1 Non-Maximum Suppression
Input: Blurred pixel images
QOutput: Sharp images

Start in the first pixel of the heatmap.

Surround the pixel with a window of side 5 and find the maximum value in that area.
Substitute the value of the centre pixel for that maximum.

Slide the window one pixel and repeat these steps after the entire heatmap is covered.
Compare the result with the original heatmap. The pixels with same value are the
peaks and suppress the other pixels by setting them with a value of zero.
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4.6. Bipartite graph

For connection of identified body parts to form pairs graph theory should be used (bipar-
tite graph) as given in Figure 5. To find the best matching between vertices of a bipartite
graph assignment problem should be used, each edge on the graph should have a weight.

Figure 5. Bipartite graph for mapping body parts

4.7. Line Integral

The PAFs enter the pipeline. The line integral is computed along the segment connecting
each couple of part candidates, over the corresponding PAFs (x and y) for that pair as
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given in Figure 6. A line integral measures the effect of a given field (Part Affinity Fields)
along a given curve (possible connections between part candidates). The line integral
will give each connection a score, that will be saved in a weighted bipartite graph and
helps to solve the assignment problem.
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Bipartite Graph Weighted Bipartite Graph

Figure 6. Updation of bipartite graph after line integral

Algorithm 2 Line Integral Algorithm
Input: An empty table of bipartite graph
Output: Weighted bipartite graph

1: dx =x2-x1

2: dy =y2-yl

3: normVec =/ (dx? +dy?)

4: VX = norg%

S vy = noranec

6: numsamples = 10

7. xs = Create an evenly spaced numeric values (start=x1, end=x2) within an inter-
val(dx/numsamples)

8: ys = Create an evenly spaced numeric values (start=y1, end=y2) within an inter-
val(dy/numsamples)

9: paf Xs = pafX[ys, xs]
10: pafY s =pafY[ys, xs]
11: score = sum(pa f Xs*vx + pa fY s*vy) / numsample

4.8. Assignment

The weighted bipartite graph shows all possible connections between candidates of two
parts, and holds a score for every connection. To find the connection the assignment
problem should be solved.

4.9. Merging

The final step is to transform these detected connections into the final skeletons. Assume
that every connection belongs to a different human. This way the number of humans is
same as the connections. Let humans be a collection of sets H1, H2 and Hk. Each one
of these sets that is, each human contains, at first, two parts (a pair). And let’s describe
a part as a tuple of an index, a coordinate in the x direction and a coordinate in the y
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Algorithm 3 Assignment Suppression Algorithm
Input: Points of human detected.
Output: Pairs connected from point Sort each possible connection by its score.

1. The connection with the highest score is indeed a final connection.

2: Move to next possible connection. If no parts of this connection have been assigned
to a final connection before, this is a final connection.

3: Repeat the step 3 until we are done.

direction. If humans H1 and H2 share a part index with the same coordinates, they are
sharing the same part! HI and H2 are, therefore, the same humans. So, merge both sets
into H1 and remove H2. Continue for every couple of humans until no couple share a
part.

5. Simulation Results & Discussions

The trained model produces a graph which shows the training accuracy, training loss,
value accuracy and value loss as mentioned in Figure 7. The model takes input for ac-
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Figure 7. Analysis of Training

tivities likes walking, standing, sitting, operate and two member activity like handshak-
ing, the train and a model is generated. The generated model is used to predict the activ-
ity. The generated model is loaded into the takes input video, and predicts and displays
the type of activity it recognized in each frame in the live-video itself along with the
frame number and the number of human detected in the frame. It recognizes activities
like standing, walking, sitting, operate. It can also recognize two member interaction ac-
tivity like handshake and theft activity. The result displays various body points for all
the humans detected. Based on the points detected, the model recognizes which activ-
ity has been occurred in the frame. As the video proceeds, the result changes as per the
recognized activity.
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