
Storage Optimization in Cloud Computing 

Using Discrete Firefly Algorithm to 

Minimize the Cost 

Magesh Kumar Sa,1, Ahmed MudassarAlib, Balasundaram Ac, P  J SathishKumard and 

S Balajid 
aAssociateProfessor, Deptof CSE, Saveetha School of Engineering, SIMATS, 

Chennai, TamilNadu, India 
bProfessor, Dept of Information Technology, S.A.Engineering College, Chennai, India 

cAssistant Professor, School of CSE, Center forCyber Physical Systems, Vellore 

Institute of Technology (VIT), Chennai, India, TamilNadu, India 
dAssociate Professor, Dept of CSE, Panimalar Engineering College, Tamilnadu, India 

Abstract. Abstract: Organizations incline to ruminate of data storage as an 
adjuvant service and do not elevate storage after data is stirred to the cloud. Many 
also fail to clean up unexploited storage and let these services run for days, weeks, 
and even months at imperative cost Proposed work offers a broad and foldable 
arrangement of information stockpiling decisions that move between various 
layers of capacity and change stockpiling types whenever. Our work likewise 
examines how to choose capacity benefits that meet information stockpiling wants 
at the most minimal expense and how to raise these administrations utilizing 
proposed discrete firefly algorithm to accomplish balance between concert, 
obtainability, and sturdiness. While basic storage arrangements could check the 
bytes and even de-duplicate information, they couldn't figure the business 
estimation of substance or the danger of losing data.  Our Proposed work shows, 
our storage optimization analytics elucidation is facilitating creativities to better 
cognize their content and reduce storage expenditures by stirring the precise data 
to the cloud. 
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1. Introduction  

Nature has been a motivation for the presentation of numerous met heuristic 

algorithms. It has figured out how to discover elucidation for issues without being told 

yet through experience. Common choice an natural selection   was   the fundamental 

inspiration driving the early metaheuristic algorithms. Various animals speak with one 

another through various method of interchanges. The light is created by a biochemical 

cycle called the bioluminescence. The blazing correspondence is utilized to draw in 
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their mate and furthermore to caution hunters. In view of the example of the light, a 

reasonable mate will convey back by either mirroring a similar example or reacting 

with a particular example 

 

2.  Related Work 

 

Introducing new algorithms has been one of the principle assessment zones [1]. As of 

now, there are more than 40 metaheuristic counts [2]. For instance, genetic method is 

moved by the Darwin theory of common determination [3]; atom swarm improvement 

is another metaheuristic computation reflecting how a huge number moves by 

following each other [4]; firefly count is propelled by how fireflies signal each other 

using the flashing light to attract for mating or to perceive trackers [5] and prey tracker 

estimation is another new figuring stirred by the lead of a tracker and its prey [6]. 

Various specialists utilized the idea of advancement in various applications, including 

designing applications, transportation arranging, the executive’s applications, financial 

matters, computational knowledge, choice science, agribusiness, the travel industry, 

sport science and even political theory [7-18]. They predominantly utilized analytics 

based and iterative strategies. Maybe Fermat is the first to utilize a math based 

contention to tackle streamlining issues [19]. Iterative strategies were first proposed 

and utilized by Newton and Gauss [20]. Framework (Third Party [TP] or intermediary) 

implemented between the supplier and buyer to tackle the streamlining issues in cloud 

computing [21-27].  

 

3. Proposed Work 

3.1 Identify Data Storage Requirements  

To advance stockpiling or storage, the initial step is to comprehend the presentation 

silhouette for every outstanding workload. Make to direct an exhibition examination to 

quantify input/yield activities every second (IOPS), throughput, and different factors. 

Transient information is brief and normally doesn't need high strength.  

3.2 Storage Services  

Picking the correct stockpiling service for information implies finding the nearest 

coordinate regarding information accessibility, solidness and execution.  Proposed 

work deals three general classifications of capacity administrations: object, block, and 

file storage 

3.3 Object storage  

Amazon S3 is profoundly sturdy, universally useful object storage that functions 

admirably for unstructured informational collections, for example, media content. To 

the extent esteeming, the colder the data, the more affordable it is to store, and the 

costlier it is to get to when required.  
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3.4 Block storage   

Amazon Elastic Block Store (Amazon EBS) tomes give a strong square storage choice 

for utilize with EC2 occasions. Utilize Amazon EBS for information that needs long 

haul tirelessness and speedy right to use at ensured echelons of execution. Two kinds of 

square stockpiling exist here: Solid State-Drive (SSD) stockpiling and Hard Disk Drive 

(HDD) stockpiling. 

3.5 File storage   

Amazon Elastic File System (Amazon EFS) gives straightforward, adaptable record 

stockpiling for use with EC2 examples. Amazon EFS bolsters quite a few occasions 

simultaneously. Its stockpiling limit could scale from gigabytes to petabytes of 

information without expecting to arrangement stockpiling.  

3.6 Enhance Storage  

Amazon S3 allows to examine information access designs, make stock records, and 

arrange lifecycle strategies. Make set up guidelines to naturally move information 

objects to less expensive S3 stockpiling levels as items are gotten to less oftentimes or 

to consequently erase objects after a lapse date.  

4. Proposed discrete firefly Algorithm for Storage Optimization  

Firefly count is a large number based met heuristic calculation which was introduced 

by Yang. The proposed Firefly algorithm achieves Performance, Flexibility and 

durability and meanwhile it minimize the cost while comparing with EDFA (Effective 

Discrete Firefly Algorithm). Thus Firefly Algorithm is ideal choice to optimize the 

storage in Cloud Computing and it shows minimize the cost with respect to accuracy 

and speed factor.  

Set Algorithm Parameters (N, MaxGen))  

Set Simulation set-up (Number of Initial solutions and maximum iteration (N,  

MaxGen))  

Randomly Generate N Initial Solutions  

For iter = 1:MaxGen 

 Compute the brightness and Sort the solution in such a way that , Ii, >= Ii-1, i 

  For I = i:n-1  

   For j=i+1:n 

    If (Ij>Ii)  

     Move firefly I towards firefly j  

    Endif 

   Endfor 

  End for  

  Move firefly N, (xb) randomly  

End for  
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5.  Performance Analysis and Experimental Results  

The qualities for α, β,  and δ applied in this work are appeared in Table 1.  Proposed 

DFA is inspected for 7 occurrences presented in Table 1 to contrast its presentation and 

EDFA proposed in Jati and Suyanto (2011). Here, Proposed DFA utilizes a populace 

size of 5 fireflies and the light ingestion coefficient is 0.001. For each of the seven 

occurrences, Proposed DFA runs a lot quicker than EDFA. Fig 1.shows comparison 

made between Proposed DFA and EDFA with respect to parameters Accuracy, Time 

and Speedup Factors applied so far.  

 

Table 1.  Parameters of FA 

Parameters  Value  

Fireflies (n)  10  

Maximum number of iterations (t)  30  

Α 0.015 

Β 1  

Δ 0.95  

 

Figure 1. Comparison of Proposed DFA with EDFA 

6.  Conclusion  

Firefly algorithm is proficient and a simple to-execute procedure. It is additionally 

appropriate for equal usage. Moreover, the updates only depend upon current execution 

and no memory on past best game plans and presentations are kept. Thus Our Proposed 

Discrete Firefly Algorithm achieves better storage optimization comparing with EDFA 

with respect to speed factor and accuracy meanwhile minimize the cost. Moreover, the 

standard firefly calculation is intended for nonstop advancement issues; subsequently 

to utilize it for non-consistent issues it should be altered and changed.  
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