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Abstract: In the previous era, a computer is programmed for some specific task. 
An electronic device is programmed to do its function electronically. It was done 
with a target device, the programming environment and the system. We get the 
necessary intermediate code by running the program with the above said 
environment and committed into the target device. Thus the device performs the 
task it was intended to do. In case if we need to change the functionality of the 
device by the learning experience of the vendor and users, the vendor will upgrade 
the product. Nowadays in this machine learning era, the devices are programmed 
in such a way it can learn by its own experience and with the available data it 
collected it can even manipulate the algorithm by itself with the provided data set. 
Thus machine learning is ruling this era. We are going to discuss the machine 
learning algorithms here which was used to predict by itself with the data set 
collected. Therefore, machine learning is all about learning about computer 
algorithms that progress its potential through the experience. Thus, Machine 
learning is presently highly regarded analysis topic and applied to all told 
application in day to day life. In this paper we have a tendency to extract the 
knowledge of machine learning algorithms like decision tree, Naive Bayes and 
enforce the algorithms with sample dataset of weather prognostication. 
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1. Introduction 

Machine learning is a programming technique that computers use to upgrade a 

presentation basis utilizing model information or past expertise. Machine learning will 

routinely acknowledge the recognized patterns in the information, and thus to utilize 

the revealed examples to anticipate future information or alternative outcomes of 

interest. Other words, Machine learning could be a category of algorithmic program 

that is data driven [1] (i.e) in contrast to traditional algorithmic program. the 

information that narrates and determines what the "smart response" is. Where as 

writing the software is chunk let the data do the effort instead. 
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Machine learning is classified into following major types of algorithm. They are 

(i)Supervised (ii) Unsupervised (iii)Reinforcement 

Supervised: It works below supervising, it is a model can foresee with the assis 

tance of labeled dataset. Labeled dataset is data which is already famed the target 

answer is called Labeled dataset. It is a type of ML that uses a known training dataset 

to make prediction. Supervised learning is categorized two types classification and 

regression. Classification: Once the yielding variable is downright with two or more 

classes (yes/no; true/false; red/blue) we have a tendency to create use of categorization 

[2]. Regression: Once the yielding variable is actual or constant quantity, it is not 

converted to the equivalent numerical quantity [3]. Unsupervised: No supervision, no 

training given to machine learning at the side of it acts on the data, which is not 

labeled. It tries to spot the patterns and provides the response. “It is a type of ML 

algorithm used to draw inferences from dataset consisting of input data without labeled 

response”. Unsupervised learning is categorized two types clustering and association. 

Clustering: The method of dividing the object into clusters which are comparative 

among them and are disparate to the object that is owned by another cluster. 

Association: It is a rule based machine. It discovers interesting relation ship between 

variable in large dataset [4]. Reinforcement: It establishes and encourage pattern of 

behavior. This algorithm was designed as how the brain of human respond to 

punishment and rewards they learn from outcomes and decide on next action. It has to 

make lot of small decision without human guidance [5]. 

2. Decision Tree Terminology 

2.1 Decision Tree 

It is a deliberative portrayal of all conceivable solution to a verdict dependent on 

explicit condition. Here, the internal nodes represent test on the attributes. For example, 

if u call the customer care it will redirect to Intelligent Computer Assistant and it will 

reply like press 1 for English and press 2 for Tamil, press 3 for Hindi and eventually it 

will redirect to the authorized person here the corporate using decision tree algorithm to 

require certain decisions [6]. The basic terminologies are given below: 

Root node: This can be a whole population or just a few. This can be fragmented 

further into more consistent sets. Leaf node: This leaf node cannot be further grouped. 

 Splitting: It is a process where a sub node or a root node is break down into different 

elements on a given condition  Branch/Sub tree: A branch is formed by splitting a tree 

 Pruning: The process of cutting the branches that is not needed or not useful. 

Child/Parent Node: The root node is termed as parental and whatever a parent bears or 

arises from its nodes forms a child [7][15-21]. 

 

2.2. Sample Dataset 

To make the comparative analysis between decision tree and “Naive Bayes” the 

following sample dataset is used [8]. 
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Table 1. Sample weather Database 

 

2.3. Building a Decision Tree 

To build and decide the tree where to split in a decision tree we must have knowledge 

in the following terms: Gini index: The decision tree has to be built evaluating the 

impurity (or purity) in classification and regression tree algorithm is gini index [9]. 

Information Gain: The information gain is the reduction in entropy after a collection of 

data is part based on a characteristic developing a decision tree is tied in with 

discovering quality that returns the utmost information gain.Information gain can be 

determined by the following formula:Information Gain = Entropy(s)- [(Weighted 

Average) *Entropy (each feature)] Reduction in variance: It is an algorithm utilized for 

persistent objective variable. The split with lower change is chosen as the models to 

part the populace. Chi Square: It is an algorithm to find the quantifiable significance 

between the sub nodes and parental nodes. 

2.4. Measuring the impurity 

Case 1: Consider the two baskets one of its containing full of lemon and other basket is 

having name of the fruits as text as lemon if we select each one item randomly in 

basket probability of getting item will be same. So the impurity will be zero. 

Case 2: Consider the two basket one of its containing lemon, apple, orange and other 

basket is having name of the fruits as text if we select each one item random y in basket 

probability of getting item will be different. So the impurity will be non-zero [10]. 

 2.5. Entropy 

It is termed used for calculating information gain. It is a metric used to  

measure the impurity of something. It is a very first step to solve decision tree [11].  

Calculate the entropy using the following formula. 

 
In the sample dataset out of 14 instance, we have 9 Yes and 5 No 

Let us assume Outlook as root node and calculate the entropy for each  
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Figure 1. Outlook feature 

Weighted average is, 

 

Figure  2. Windy 

 

   Let us assume Windy as root node and calculate the entropy for each 

feature,Similarly Calculate for the Humidity. Weighted average is I(Humidity) = 0.788 

and the information gained from Humidity    is               Gain(Humidity) = 0.152 

 

 

So the Maximum gain is Outlook (i.e.) 0.247 So Outlook is the best root node. 

Similarly, node to select further should be decided. Complete decision tree will be  

formed as given below in figure 3 and reducing complexity is shown in figure 4. 
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Figure 3. Pruning Tree   Figure  4. Reducing Complexity 

 3.  What is Naive Bayes 

This is algorithm is quite a normal but a phenomenal as for as prediction models are 

concerned [12]. It is one of the hierarchical classification methods of Bayes theorem. 

Naive and Bayes are the two categories of this algorithm [13]. An assumption like one 

feature which is considered here is no more a relation to another feature in this class, 

though that feature is dependent to other. So each feature in this class contributes with 

its functionality to the probability. It is used in large dataset[14]. 

 

3.1 Bayes theorem 

“Given a Hypothesis H and evidence E, Bayes theorem states that the relationship 

between the probability of the hypothesis before getting the evidence P(H) and the 

probability of the hypothesis after getting the evidence P(H/E) is” [14]. 

P(H/E) = P(E/H). P(H) /P(E) 

 

3.1.1  Classification Steps 

From the above dataset the frequency table is designed for Outlook, Humidity, Windy 

[14] 

Table 3. Frequency Table 
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Next, Likelihood is calculated for Outlook 

Table  4. Likelihood for Outlook 

 

The Probability of getting P(Yes/Sunny) =0.591 and P(No/Sunny) =0.40.  

Similarly,      

Likelihood for humidity is P(Yes/High) = 0.42 and P(No/High) =0.58. 

Likelihood for Windy is P(Yes/Weak) = 0.75 and P(No/Weak) =0.25. 

 

 

 
                     “Likelihood of Yes on that day 

= P (Outlook = Rain/Yes) * P (Humidity = High/Yes) * P (Windy = 

Weak/Yes)*P(Yes) 

= 2/9 * 3/9 * 6/9 * 9/14 

                                 = 0.0199 

                       Likelihood of No on that day 

=P (Outlook = Rain/No) * P (Humidity=High/No) *P (Windy = Weak/No) 

*P(No) 

= 2/5 * 4/5 *2/5 *5/14 

= 0.0166 

                     So, P(Yes) = 0.0199 / (0.0199 + 0.0166) = 0.55 and P(No)=0.45 

                     Our model predicts that there will be 55 percentage chances to play the 

game.” 

4. Conclusion 

This paper gave an exposure in the Machine learning algorithms like decision tree and 

Naive Bayes. We have used a sample weather dataset and using entropy we have 

calculated information gain and measure the impurity. Weighted average was 

calculated for the root nodes outlook, windy and humidity. The maximum gain is 

measured for the respective root nodes and the algorithm shuffles the value of different 

root nodes to discover the best root node. This technique was used to discover the 

maximum gain using the decision tree. The working technique of these algorithms were 

elaborated and discussed in this paper with the calculated values. The future work can 

be extended for other machine learning algorithms. 
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