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Abstract. In this paper we present an evaluation of the Intel Xeon Broadwell plat-
form in the CINECA Galileo supercomputer when DVFS and UnCore Frequency
(UCF) tuning is performed under the active power capping using RAPL powercap
registers. This work is an extension of our previous work done under the H2020
READEX project which focused on a dynamic tuning of DVFS and UCF for com-
plex HPC applications, but with no powercap limit enforced. Power capping is an
essential technique that allows system administrators to maintain the power budget
of an entire system or data center using either out-of-band management system or
runtime systems such as GEOPM.

In this paper we use two boundary workloads, Compute Bound Workload (CBW)
and Memory Bound Workload (MBW) to show the behavior of the platform under
power capping and potential for both energy and runtime savings when compared to
the default CPU behavior. We show that DVFS and UCF tuning behave differently
under the limited power budget. Our results show that if CPU has a limited power
budget the proper tuning can provide both improved energy consumption as well
as reduced runtime and that it is important to tune both DVFS and UCF.

For MBW we can save up 22 % for both runtime and energy when compared
to default behavior under powercap. For CBW we can improve both performance,
up to 9.4 %, and energy consumption, up to 14.9 %.

1. Introduction

Energy and power consumption become limiting parameters of new peta- and exa-scale
HPC clusters. Due to that accelerators are more common hardware used to provide the
performance of the system [1]. Nevertheless it is not only hardware but also software and
runtime systems that must be improved to reduce energy and power clusters’ hungriness
to stay below the 20 MW limit that is being considered as a peak power for an HPC
system [2,3].

Energy savings given by software tuning come from better utilization of the hard-
ware resources. It is up to the developers to improve performance of their application,

1Corresponding Author: IT4Innovations National Supercomputing Center, VSB-Technical University
of Ostrava, 17. listopadu 15/2172, 708 00 Ostrava - Poruba, Czech Republic; E-mail: lubomir.riha@vsb.cz

U

Parallel Computing: Technology Trends
I. Foster et al. (Eds.)

© 2020 The authors and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms

of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/APC200093

634



or apply one of many approaches that limit the resources to the level, that the applica-
tion does not waste the resources. Typically CPU core frequency is being reduced (also
known as Dynamic Voltage and Frequency Scaling, DVFS) for this purpose. In several
researches the DVFS is usually set to one specific frequency. Fraternali et al. [4] study the
impact of DVFS and HW/SW variability in heterogeneous workloads. Bonati et al. [5]
focuses on evaluation this trade-off in a multi-node multi-accelerator context. Calore et
al. [6] also evaluate the effect of DVFS on modern HPC processors and accelerators.
This approach is efficient in case of single-purpose kernels, however it does not work
well when a complex application is tuned.

This work is an extension of our previous effort done under the H2020 READEX
project [7,8] which was focused not only on a tuning of CPU core frequency but also
its uncore frequency. CPU uncore frequency (UCF) refers to frequency of subsystems in
the physical processor package that are shared by multiple processor cores e.g., L3 cache
or on-chip ring interconnect. READEX has developed an open-source runtime system
called READEX Runtime Library (RRL) that performs dynamic tuning of hardware pa-
rameters during a complex parallel applications run, based on Score-P [9] regions in-
strumentation. RRL uses a configuration file created during the analysis of an applica-
tion and applies the optimal settings for different parts of the code. RRL supports both
DVFS and UCF tuning and also a concurrency throttling, however with no power cap
limit enforced.

Power capping is an essential technique that allows system administrators to main-
tain the power budget of an entire system or data center using either out-of-band manage-
ment system or runtime systems such as GEOPM [10]. This runtime system in addition
to capping CPU’s package power consumption also may tune the CPU’s core frequen-
cies, but it does not control uncore frequency of the chip. This paper shows that adding
a support for UCF tuning will have significant impact on both performance and energy
consumption. In [11] Zhang et.al. presents an approach for maximizing the performance
under powercap by tuning the DVFS, number of cores, hyper-threads and potentially
number of sockets, however also in this research the UCF tuning is not presented.

The proposed method is implemented into our open-source library MERIC [12], that
has been also developed under the READEX project.

2. Methodology

2.1. Experiments description

We have conducted a set of experiments that is defined in Table 1. This set covers all
the possibilities: (1) pure CPU firmware automatic tuning of all parameters - EXP0; (2)
combination of user and firmware tuning - EXP1 to EXP6 and (3) pure user tuning of all
three parameters - EXP7. The goal is to find out in which cases user tuning can help and
when it can harm the performance or energy consumption.

For each of the experiments we have run a compute bound workload (CBW) and
memory bound workload (MBW) to evaluate the behavior of the Intel RAPL power
capping system [13] in two situations. When high core frequency is more important
the uncore frequency can be reduced without major performance penalty, which is the
case of the CBW. The exactly opposite situation is for the MBW. As a compute bound
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Experiment
number

Powercapping

DVFS
(core
freq.
tuning)

Uncore
freq.
tuning

Description

0 - - - default CPU behavior (powersave scaling governor)

1 x - - default CPU behavior under powercap

2 - x - default CPU behavior under DVFS tuning

3 - - x default CPU behavior under uncore freq. tuning

4 - x x READEX tuning approach - DVFS & uncore freq.

5 x x - DVFS tuning under powercap; uncore freq. unset

6 x - x uncore freq. under powercap; DVFS unset

7 x x x DVFS and uncore freq. tuning under powercap

Table 1. A set of experiments performed on the platform to determine its behavior.

region we have selected a loop of tangents (TAN) operation and memory bound region
is represented by a loop with a matrix vector multiplication (DGEMV).

2.2. Hardware Platform Description and Measurement Setup

The evaluation was done on the Broadwell partition of the Galileo supercomputer in-
stalled in CINECA [14]. The servers in this partition are dual socket machines equipped
with two 18-core Intel Xeon E5-2697v4 processor [15] running at 2.3 GHz nominal fre-
quency. The turbo frequency when all 18 cores are utilized is 2.7 GHz. This was verified
by our measurements. The TDP of the processor is 145 W. Further details are shown in
Table 2 including the ranges of all tunable parameters and their granularity.

nominal value minimal value maximal value minimal step

CPU core frequency (DVFS) 2.3 GHz 1.2 GHz 2.8 GHz turbo 100 MHz

CPU uncore frequency - 1.2 GHz 2.8 GHz 100 MHz

Power capping 145 W2 33 W 145 W 0.125 W
Table 2. Key tunable parameters of the 18-core Intel Xeon E5-2697v4 processor and their respective ranges
and steps.

All test were performed in a way that the workload was executed on socket 1, while
socket 0 was not utilized. This way we were able significantly reduce the effect of the
system noise on the measurements. Also all measurements were repeated ten times and
outliers were eliminated using interquartile range rule3.

3. Results

3.1. DVFS and UCF Tuning without Powercap

It this section we will evaluate the behavior of the platform without enforcing the power
cap.

2TDP value of the E5-2697v4 processor.
3see: https://www.mathwords.com/o/outlier.htm
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The key behavior of the platform when running CBW is: the DVFS has key impact
on performance/runtime; the uncore frequency has no effect on performance/runtime, it
can only affect the power and therefore energy consumption.

On the other hand the key behavior of the MBW is: the uncore frequency has ma-
jor impact on performance/runtime; the CPU core frequency has no effect on perfor-
mance/runtime. It can only affect the power and therefore energy consumption.

The Figure 1 presents runtime and energy consumption for both CBW and MBW in
EXP2 and EXP4 configuration. The key observations for the compute bound workload
are:

• The energy consumption (full red line) significantly increases from 305 J to 358 J
(by 17.4 %) when core frequency increases from 2.2 GHz to 2.3 GHz (the nominal
frequency) while runtime decreases by only 4.2 %.

• At this point the CPU switches to the highest available uncore frequency, which
is confirmed by the test that runs at maximum uncore frequency (red dashed line).

• One can further reduce the energy consumption by reducing the UCF to minimum
value, see the red doted line. In this case the energy consumption is reduced from
358 J to 284 J (by 26 %) for nominal frequency (2.3 GHz).

• The same behavior remains when CPU runs at turbo frequency (2.7 GHz), in this
case the energy consumption is reduced from 354 J to 299 J (by 18.4 %) when
UCF is set minimum. For CBW this is the optimal point from both energy and
performance point of view.

The key observations from Figure 1 for memory bound workload are:

• By default CPU runs at high uncore frequency in the entire range of CPU core
frequencies.

• Reducing the uncore frequency to low values increases both runtime and energy
consumption.
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Figure 1. The behavior of the platform for the DVFS tuning for compute bound and memory bound workloads.
The solid lines show default behavior without UCF tuning, the dashed lines show the behavior for maximum
UCF and the doted lines show the behavior for minimum UCF.
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Figure 2. The behavior of the platform under the uncore frequency tuning for compute bound and memory
bound workload.

Figure 2 shows the behavior of the platform for UCF tuning, the EXP3. We can see
that, as expected, for CBW the uncore frequency has no effect on performance (runtime
remains the same in the entire range, while energy consumption grows with higher UCF.

On the other hand, for the MBW the optimal performance requires high UCF. From
energy point of view the optimal frequency is 2.3 GHz. If one increase the UCF to
2.8 GHz the gain is only 2.1 % higher performance at a cost of additional 14.6 % of
energy.

3.2. DVFS and UCF Tuning under Powercap for Memory Bound Workload

Figure 3 shows the behavior of the platform when running memory bound workload
under three different power cap levels: 100 W, 80 W and 60 W.

The default behavior of the CPU without powercap is represented by the EXP0
results: 1.88 sec runtime; 197 J energy consumption. In terms of runtime, this represents
the maximum achievable performance.

For all three powercap levels EXP1 results presents the default behavior of the CPU
under the powercap. These values are the baselines for all further experiments and are as
follows: for 100 W it is 1.88 sec and 188.2 J; for 80 W it is 1.92 sec and 153.2 J; and for
60 W it is 2.47 sec and 147.8 J.

In the previous section where no power limit was set we have observed that for
memory bound workload, tuning the DVFS does not affect the performance, but has a
significant impact on energy consumption. The results of EXP5 for 100 W powercap
level still hold this behavior. The runtime remains 1.88 sec while energy consumption
is reduced from 188.2 J to 148.6 J when CPU core frequency is reduced from turbo fre-
quency (2.7 GHz) to its minimal value 1.2 GHz. However, the expected behavior is no
longer true for the 80 W powercap level. In this case the energy consumption remains
similar and it is only slightly reduced from 153.2 J to 146.0 J. The runtime is also only
slightly reduced from 1.92 sec to 1.89 sec. The most visible effect on both performance
and energy consumption has the DVFS tuning under the 60 W powercap. In this case
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Figure 3. The behavior of the platform running memory bound workload (GEMV) for (EXP1) default CPU
behavior under powercap, (EXP5) DVFS tuning under powercap, (EXP6) UCF tuning under powercap and
(EXP7) DVFS and UCF tuning under powercap. All tests are done for 60, 80 and 100 W powercap levels.

both runtime and energy are reduced by 22.2 % when core frequency is set to its mini-
mal value (1.2 GHz). We explain this behavior as follows: by limiting the performance
and as a consequence the power consumption of CPU cores, the uncore part of the chip
responsible for communication with memory gets higher power budget and it can run on
higher frequency and achieve higher performance. Therefore CPU executes the MBW
more efficiently. Under such very limited power budget (60 W) this makes the significant
difference against the default CPU behavior.

Results of EXP6 shows that tuning the UCF has a significant impact on performance
and it should be kept as high as possible. In terms of energy consumption the optimal
setting is 2.2 GHz (it is the most visible in EXP6 results for 100 W powercap). However
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the key observation is that tuning ONLY the UCF for MBW has small impact as by
default CPU keeps it high enough.

Finally, the results of EXP7 show that adding the UCF tuning to DVFS tuning has
a significant impact on energy consumption for higher power cap (100 W and 80 W).
For 100 W powercap CPU saves up to 38.7 % of energy while increases the runtime by
3.6 % only. For 80 W powercap CPU saves 21.6 % of energy with the same time penalty
(3.6 %). For 60 W powercap both energy consumption and runtime are almost identical
to the DVFS tuning only (EXP5).

3.3. DVFS and UCF Tuning under Powercap for Compute Bound Workload

Figure 4 shows the behavior of the platform when running CBW under three different
power cap levels: 100 W, 80 W and 60 W. The default behavior of the CPU without pow-
ercap is represented by the EXP0 results: 3.27 sec runtime; 363.4 J energy consumption.
In terms of runtime, this represents the maximum achievable performance.

For all three powercap levels EXP1 results presents the default behavior of the CPU
under the powercap. These values are the baselines for all further experiments and are as
follows: for 100 W it is 3.45 sec and 344.4 J; for 80 W it is 3.90 sec and 311.8 J; and for
60 W it is 4.94 sec and 296,0 J.

When compared to MBW results we can see that CPU requires more power to exe-
cute CBW. By reducing the powercap from 140 W (TDP level) to 100 W the performance
is reduced by 5.2 %. The 80 W powercap reduces performance by 16.2 % and the 60 W
power reduce performance by 33.8 %.

For a compute bound workload DVFS tuning is a key knob to control the perfor-
mance for all powercap levels. Any energy savings gained by the DVFS tuning are paid
by significant performance penalty. However if energy savings are needed this knob has
the highest impact for higher power budgets. If power budget gets lower the UCF tuning
gains on importance.

The key findings comes from EXP6 for tuning the UCF frequency. For 100 W pow-
ercap level by reducing the UCF to 2.2 GHz or bellow we improve the performance by
4.5 % over the default level, from 3.45 s to 3.29 s. If one further reduces the the UCF to
its minimum value, 1.2 GHz the performance remains the same but energy consumption
is improved by 14.9 % against the default powercap behavior (EXP1). For 80 W power-
cap level since the CPU is already struggling with the limited power budget the perfor-
mance increase is visible in the entire range of UCF going from max. to min. value. The
same holds for energy consumption. Both the best performance and the lowest energy
consumption is achieved at 1.2 GHz (minimal) UCF frequency. In this case the perfor-
mance is improved by 8.4 % and energy consumption by 8.5 % against the default be-
havior under powercap (EXP1). Also, the performance is only 8.6 % lower against non
powercapped CPU (EXP0), without UCF tuning this penalty was 16.2 %. For 60 W pow-
ercap the CPU behavior is similar to 80 W powercap. The best performance is achieved
at minimal uncore frequency, and for this case the performance is increased by 9.4 %
and energy consumption is reduced by 9.1 %. Against the default CPU behavior without
powercap (EXP0) the performance penalty is reduced from 33.8 % to 27.0 %.

Finally, the results of EXP7 show again that adding the UCF tuning to DVFS tuning
has a significant impact on energy consumption. It is the most visible for the 100 W and
80 W powercap experiments. But under all powercap levels the minimum energy con-
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Figure 4. The behavior of the platform running compute bound workload (TAN) for (EXP1) default CPU
behavior under powercap, (EXP5) DVFS tuning under powercap, (EXP6) UCF tuning under powercap and
(EXP7) DVFS and UCF tuning under powercap. All tests are done for 60, 80 and 100 W powercap levels.

sumption, within a very small margin, approximately 271 J is achieved. This is achieved
for minimal uncore frequency and 2.1 GHz core frequency.

However it is important to note, that by tuning both core and uncore CPU frequencies
the performance gained by tuning the UCF only was not met. For 100 W UCF only tuning
is 3.8 % faster, for 80 W it is 2.0 % faster, and for 60 W it is 1.9 % faster.

To summarize the numbers for EXP7: for 100 W by DVFS we can save 21.3 %
energy at 21.1 % runtime penalty; for 80 W by DVFS we can save 12.9 % energy at
10.9 % runtime penalty; and for 60 W by DVFS we can save 8.6 % and at 7.7 % runtime
penalty. All against the default CPU behavior under the same level of powercap (EXP1).
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4. Conclusion - Summary of Observations and Best Practises

The Intel RAPL power capping system guarantees that the CPU keeps its energy con-
sumption in a specified time window under a power boundary. We present how the sys-
tem reduces both CPU core and uncore frequencies to reach this constraint. Since the
system does not identify the kind of the workload running on the chip, it leads to the
situation that core frequency is reduced while uncore frequency is still inefficiently too
high for the given workload running or vice versa. Manually forcing a CPU configura-
tion, DVFS or UCF, does not mean that the configuration will be applied if it infringes
the power cap limit given to RAPL. However, manual reduction of one of the frequen-
cies opens the availability to tune the other one to higher frequencies as it enables power
bugdet shifting from one part of chip to the other one.

We have identified the optimal configuration of the CPU frequencies to reach the
minimal energy consumption of the two workloads. When the powercap is applied, the
CPU frequencies are reduced accordingly but not efficiently, due to that our manual
frequency tuning leads to both time and energy savings.

To conclude, the results show that for MBW the proposed tuning can achieve:

• Under the power budget lower that 80 W settings the DVFS to minimum value
boost the performance of the uncore part by 22 %.

• In addition to DVFS tuning the uncore frequency has low effect on the perfor-
mance but a major one on energy consumption (between 21 % to 38 %).

The results show that for CBW the proposed tuning can achieve:

• To achieve the best possible performance it is key to reduce the UCF to minimum
level. This way BOTH performance (up to 9.4 %) and energy consumption (up to
14.9 %) are improved.

• If further energy savings are required (up to 21 %) it can be achieved by DVFS
tuning by lowering the core frequency. This comes at penalty in runtime (up to
21 %). This effect is more visible for higher powercap levels.

In the future work we would like to extend our measurements with benchmark, that
can set vary arithmetic intensity on a fine grain (instruction) level and evaluate new CPU
architectures code-named Skylake and Cascade Lake.
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