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Abstract. The real time coding of high resolution JPEG2000 video requires spe-

cialized hardware architectures like Field-Programmable Gate Arrays (FPGAs).

Commonly, implementations of JPEG2000 in other architectures such as Graphics

Processing Units (GPUs) do not attain sufficient throughput because the algorithms

employed in the standard are inherently sequential, which prevents the use of fine-

grain parallelism needed to achieve the full GPU performance. This paper presents

an architecture for an end-to-end wavelet-based video codec that uses the frame-

work of JPEG2000 but introduces distinct modifications that enable the use of fine-

grain parallelism for its acceleration in GPUs. The proposed codec partly employs

our previous research on the parallelization of two stages of the JPEG2000 coding

process. The proposed solution achieves real-time processing of 4K video in com-

modity GPUs, with much better power-efficiency ratios compared to server-grade

Central Processing Unit (CPU) systems running the standard JPEG2000 codec.

Keywords. Wavelet-based video coding, high-throughput video coding, JPEG2000,

GPU, CUDA.

1. Introduction

High definition video with resolutions ranging from 2K to 4K is nowadays common

in devices such as TVs, digital cinema projectors, and mobiles. Among others, the

JPEG2000 standard (ISO/IEC 15444) is employed for such video content in fields like

TV production or digital cinema. This standard provides excellent coding performance

and advanced features, such as quality progression, partial transmission, or error re-

silience [1]. Nonetheless, the algorithms employed to achieve them are very demanding

computationally. They transform, code, and reorganize the data in three main stages that

require multiple scans and coding operations. This results in long execution times and

complex implementations. In the case of digital cinema, for instance, field-programmable

gate arrays are required to achieve real-time decoding of 2K and 4K video.
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The first stage of most wavelet-based image/video codecs (including JPEG2000) re-

duces the image redundancy through the discrete wavelet transform (DWT). The opera-

tions performed by the DWT can be parallelized, so DWT implementations for parallel

architectures have been widely studied in the literature [2–4]. The second stage employs

bitplane coding together with arithmetic coding to reduce the statistical redundancy of

wavelet coefficients. This stage scans the coefficients one-by-one, producing a result for

each that can not be obtained without all the previous. This causality renders parallelism

at the bitplane coding engine a very challenging task. Even though there are some works

in the literature with this purpose [5–12], none of them is able to exploit the full potential

of GPUs. The third stage of the pipeline reorganizes the data and forms the compressed

file.

Aware of the high complexity of JPEG2000, the Joint Photographics Experts Group

launched in June 2017 a call for proposals [13] aimed to develop an alternate algorithm

for the bitplane and arithmetic coding stage that increases the throughput of the codec.

This JPEG2000 part is described in [14,15]. It increases performance about 10× though

penalizes coding performance about 10%. Also, it sacrifices quality scalability, which

may become an issue in image/video transmission scenarios.

In the same line of work but well before this call for proposals, we started a line of re-

search whose final goal is to devise an end-to-end image/video codec that can exploit the

fine-grain parallelism of GPUs while maintaining the same features of JPEG2000. For

the bitplane and arithmetic coding engine, we introduced a bitplane coding strategy with

parallel coefficient processing (BPC-PaCo) that does not hold dependencies among coef-

ficients, allowing efficient implementations in GPUs [16–19]. This engine can effectively

exploit the parallelism of SIMD architectures, which results in high speedup factors and

lower power consumption with respect to the fastest implementations of JPEG2000, ei-

ther executed in multi-core CPUs or in GPUs. Evidently, BPC-PaCo is not compliant

with the standard, but it does not sacrifice quality scalability and it penalizes coding per-

formance only about 2%. For the DWT, we also proposed an efficient architecture in [2]

that achieves high performance in GPUs.

The first implementation of the end-to-end codec for GPUs was presented in [20].

Nonetheless, that implementation is only able to process individual high-resolution im-

ages. This paper presents a vastly improved implementation that processes video se-

quences in real-time thanks to the introduction of stream management with multiple CPU

threads, a double-buffer strategy, and event handling to synchronize GPU and CPU op-

erations. Experimental results achieved with consumer-grade GPUs suggest that the pro-

posed codec achieves a throughput that allows encoding and decoding 4K video in real-

time and yields highly better power consumption ratios than JPEG2000 codecs executed

in CPUs.

The rest of the paper is structured as follows. Section 2 explains the basics of the

Nvidia GPU architecture. Section 3 briefly describes the different parts of the JPEG2000

standard. Section 4 describes the proposed end-to-end codec in detail. Section 5 provides

experimental results achieved when coding high resolution video in two GPUs and com-

pares our results with Kakadu [21], one of the best multi-thread JPEG2000 implementa-

tions. The last section concludes summarizing this work.
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2. Overview of Nvidia GPUs

Nvidia GPUs are hardware devices with tens of individual computing units called stream-

ing multiprocessor (SMs). These SMs can work independently, allowing the GPU to pro-

cess different sequences of operations, called streams, in parallel. This permits the exe-

cution of multiple algorithms in an interleaved fashion, which increases the opportunities

for parallelism and thereby the throughput achieved. The SMs execute multiple 32-wide

SIMD instructions (i.e., vector instructions) simultaneously.

GPUs from Nvidia employ the CUDA programming model, which defines a com-

putation structure composed by (potentially) hundreds of thousands of threads grouped

into warps (each with 32-threads), with each warp assigned to a thread block [22]. While

the hardware device executes 32-wide SIMD instructions, a software CUDA thread is

the virtualization of one of the lanes of the instruction. From the first CUDA-compatible

architecture (v1.0) up to Pascal (v6.2), warps execute instructions in a lock-step syn-

chronous fashion, featuring an implicit synchronization at the end of any divergence [23].

From Volta (v7.0) onward, the implicit synchronization is not included at the end of the

branching instructions, and must be coded explicitly if needed [24]. Warps in a thread

block are executed asynchronously and can cooperate via on-chip fast memories, using

explicit synchronizing barrier instructions when required.

The CUDA memory model is hierarchically organized as follows: there is a space of

local memory private to each thread, a shared memory private to each thread block, and

a global memory public to all threads in the kernel application. From a microarchitecture

point of view, the local memory reserved per thread is located either in the registers or the

off-chip memory, depending on the available resources. In the proposed implementation,

the host memory (CPU RAM) and the device memory (GPU VRAM) are accessed as

different, non-unified memory regions, explicitly managing the moment and the amount

of data which are copied between them.

3. Overview of JPEG2000

Our GPU codec carries out the same steps as JPEG2000, so they are briefly described be-

low. Depending on the encoding mode employed, either lossy or lossless, the operations

involved may be irreversible or reversible, respectively. Irreversible operations improve

the compression ratio though they sacrifice image quality slightly.

The first stage of the coding pipeline is the DWT. Our implementation uses a lifting

scheme approach [25] due to its low computational complexity. It applies a series of

arithmetic operations first row by row and then column by column. The DWT outputs

four different subbands, with three of them including smaller detail images and the fourth

including the original image at lower resolution and higher energy. These operations

are carried out (typically) 5 times within the fourth subband, with each iteration in a

lower resolution subband. For lossy compression, the operations employ floating-point

arithmetic, so the resulting data are converted to integers before the next stage. This

conversion is performed via deadzone quantization [1].

The second stage applies bitplane coding with arithmetic coding. The wavelet coeffi-

cients are conceptually partitioned in small sets of typically 64×64 wavelet coefficients,

called codeblocks. The strategy adopted to process each codeblock consists in coding
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the most relevant information first. The data are divided in bitplanes, with each bitplane

containing the set of bits from the same binary position of the unsigned binary represen-

tation of each coefficient. Encoding begins from the most significant bitplane (i.e., the

one with the highest magnitude within the codeblock) to the lowest one. In JPEG2000,

each bitplane is scanned in three coding passes. The first pass is called Significance Prop-

agation Pass. This pass only processes the bits of those coefficients that have at least one

significant neighbor. A coefficient is called significant from that bitplane that holds the

first non-zero bit to the lowest. The second coding pass is called Magnitude Refinement

Pass. It visits the coefficients that are significant in higher bitplanes. The Cleanup Pass

processes the coefficients not visited in the previous passes. This coding strategy aims

to code the information which holds more information first, effectively reducing distor-

tion [26]. Each bit emitted by the bitplane coder is fed to the arithmetic coder along with

its contextual information. The context considers the number of neighbors that are sig-

nificant, employed to determine a probability for the processed bit. This probability is

employed by the arithmetic coder to generate the final bitstream.

The compressed data of codeblocks can be truncated to fit a target bitrate. The

method to carry out this optimization process is not defined in the standard, so each im-

plementation may adopt its own solution. The final stage reorganizes the data and adds

ancillary information needed by the decoder to decode the original image. The decoder

carries out the same steps of the encoder in reverse order.

4. Proposed Codec

The proposed codec is implemented in CUDA. CUDA is employed instead of OpenCL

because it provides the latest improvements in the newest architectures. JPEG2000

exposes fine-grain parallelism in all coding stages except for the bitplane coder. Ex-

cept from the bitplane and arithmetic coder, our proposal produces the same output as

JPEG2000 in each stage employing a parallel architecture that extracts most of the GPU

performance. BPC-PaCo is employed in the bitplane coding engine [18, 19]. As previ-

ously stated, this engine is not compliant with the standard though it preserves the same

features and allows parallelism at a fine-grain level.

Algorithm 1 describes the main steps of the proposed codec. Fig. 1 also illustrates

its main stages. First, the required memory to process the entire video is allocated in the

host CPU RAM (lines 1-2) and in the GPU DRAM, which are respectively referred to

as MH and MD. Next, two CPU threads are created, denoted by t1 and t2 in Algorithm 1,

to manage the input/output from/to the hard disk (lines 3-6 and 10-13, respectively). The

codec utilizes a double-buffer strategy per stream. This double-buffer is employed for

both reading the raw data and writing the compressed file, so four buffers are allocated

for each stream. These buffers are referred to as MH [i] and MD[i] for the input, and MH [o]
and MD[o] for the output, with {i,o} ∈ {1..2}. When reading, the data from one buffer

are processed while the other is filled. For writing, the compressed data are transferred

to the host from one GPU buffer while the other is already empty and can be filled with

compressed data from the frame that is being processed. This buffer structure enables

the parallelization of the processing task in two streams, removes the risk of a system

memory overflow and increases the utilization of the system resources. Both threads are

constantly checking the buffers to start data transfers as soon as possible.
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Figure 1. Illustration of the steps performed by the proposed video codec using two streams of execution.

Algorithm 1. Main routine of the codec

1: CPUMemoryAllocation()

2: GPUGlobalMemoryAllocation()

3: for each empty MH [i] do

4: MH [i]← HDRead()

5: MD[i]← MH [i]
6: end for

7: D ← DWT Q(MD[i])
8: {Bl}← BPC AC(D)

9: MD[o]← CR({Bl})

10: for each filled MD[o] do

11: MH [o]← MD[o]
12: HDWrite(MH [o])
13: end for

t1

S1,2

t2

From lines 7 to 9 in Algo-

rithm 1 the GPU functions, or ker-

nels, to code a frame are called.

The compression of each frame is

carried out with three kernels. Two

GPU streams, denoted by S1,2, are

employed to process a maximum

of two frames simultaneously. Typi-

cally, each kernel transfers the data to

be processed from the global mem-

ory MD[i] to the local memory R

to accelerate memory accesses. The

kernel DWT Q(·) receives the orig-

inal frame data as input and gen-

erates quantized wavelet coefficients

that are the input of BPC AC(·).

BPC AC(·) generates a bitstream per codeblock, referred to as Bl , with l ∈ {1..L̂}, L̂ be-

ing the number of codeblocks in each frame. This set of bitstreams is reorganized in the

last kernel CR(·), which also adds ancillary information for decoding. This kernel does

not transfer the compressed data to local registers since it only needs to reorganize the

data in global memory.

As illustrated in Fig. 1, the use of two GPU streams allows the processing of two

frames in parallel, increasing the throughput of the codec. Evidently, the three stages of

the coding pipeline are carried out sequentially in each stream. Once a frame is coded,

the resulting data are sent asynchronously to the host memory and the stream begins

processing the next frame immediately. The three kernels are devised and implemented

to extract fine-grain parallelism in the GPU. The proposed GPU-oriented architecture is

able to process either high-resolution images or video in real time. Next, a brief descrip-

tion of each kernel is provided.
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4.1. Discrete wavelet transform

The adopted DWT implementation [2] in our codec employs a register-based acceler-

ation strategy [27] that transfers data from the global memory MD[i] to local registers,

avoiding the use of shared memory. Threads communicate among them via shuffle in-

structions. This strategy allows data reuse and sharing, taking advantage of the fine-grain

parallelism and data access locality of the algorithm. First, the image is conceptually

divided in blocks that are independently processed by warps. This permits coarse-grain

parallelism, populating more SMs of the GPU. The blocks take into account data de-

pendencies of the transform, so they include some samples from adjacent blocks form-

ing a halo. The halo is needed to obtain the same result as if the DWT was applied to

the whole image at once. Within each block, the DWT is applied via the lifting scheme,

which alternatively processes in the vertical and horizontal axis odd and even samples.

If the compression mode is lossy, quantization is applied after the DWT since the next

kernel requires integers.

4.2. Bitplane coding with parallel coefficient processing

The coefficients resulting from the DWT Q(·) are conceptually partitioned in small

sets called codeblocks. Typically, each codeblock contains 64×64 coefficients. They are

transferred to the local memory to speed up the processing, like in the previous kernel.

Codeblocks do not hold dependencies among them, so they are processed independently.

The processing of codeblocks in parallel requires coarse-grain, control-divergent strate-

gies that are employed in many implementations of the original JPEG2000 standard. In

addition to this parallelism, the coding engine BPC-PaCo employed in this stage extracts

fine-grain parallelism in the coding of the codeblock.

BPC-PaCo is based on bitplane coding, like JPEG2000. A particular feature of BPC-

PaCo is that it conceptually divides the codeblock in 32 columns holding two coefficients

each. Each codeblock is processed by a warp, and each 2-coefficient column is processed

by a thread of the warp. Each thread carries out a modified version of significance coding

that does not require cleanup, and the magnitude refinement pass. To employ only 2

coding passes instead of 3 like in JPEG2000 significantly increases the throughput [19].

Each emitted bit is coded via context-based arithmetic coding. To form the context of

the coefficient, threads need to cooperate among them so that each coefficient can obtain

information of all its adjacent neighbors. Again, this cooperation is performed via shuffle

instructions. BPC-PaCo utilizes 32 arithmetic coders so that each thread in the warp

can code all bits that it emits. The codewords generated by the arithmetic coders are

interleaved in an optimal fashion in the final bitstream generated for the codeblock. The

result of kernel BPC AC(·) is the set {Bl} that contains a bitstream per codeblock, with

l ∈ {1..L̂} and L̂ being the number of codeblocks per component. The probability model

employed by the arithmetic coders is static, i.e., it employs pre-defined probabilities that

are computed via a training set of images. This coding strategy permits the use of coarse-

and fine-grain parallelism, since both the codeblocks and the coefficients within them are

coded in parallel.
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cores clock memory peak FP32 memory

SMs × SM frequency bandwidth throughput TDP size

GTX 1080 Ti 28 128 1923 MHz 484 GB/s 13.78 TFlops 250 W 11 GB

GTX 960M 5 128 1176 MHz 80 GB/s 1.5 TFlops 60 W 2 GB

Table 1. Features of the GPUs employed.

4.3. Codestream reorganization (CR)

The bitstreams produced for each codeblock have different size depending on the data

coded, as depicted in Fig. 1. This results in data scattered in the output buffer of the

global memory. The final stage of the coding process reorganizes these data putting them

in a compact structure that can be transferred to the main memory of the host MH [o]
and then written to the disk. This stage also includes auxiliary information in the final

codestream for decoding.

When a warp compresses a codeblock, the lengths of the bitstreams are stored in

a vector of integers L = {L1,L2, · · · ,LL̂
}. Then an aggregated list of lengths, i.e., L′ =

{0,L1,L1 + L2, · · · ,L1 + · · ·+ L
L̂
} is generated via the Device Scan primitive from the

Nvidia CUB framework [28]. To accelerate the access to this list, a fast lookup table,

denoted by LUTL′ is created. This LUT is generated applying a binary search over L′

in which each position represents some positions of the original map. Our experience

indicates that speedups about 2× are achieved by using such a strategy. Kernel CR(·)
then uses this LUT so that each thread transfers 2 bytes of the codeblock’s data to the

final output buffer.

5. Experimental Results

The throughput achieved by the proposed codec is compared with Kakadu v7.A.2 [21]

in the experiments below. Kakadu is among the fastest implementations of JPEG2000,

with multi-thread support for multi-core CPUs. It is programmed in C++ and is heavily

optimized via assembly instructions. In the tests below, Kakadu is executed in a platform

that has 4 AMD Opteron 6376 CPUs running at 2.3 GHz, employing a total of 32 threads

of execution. Results from other JPEG2000 implementations in GPUs [11, 12] are not

included herein because their throughput is similar or inferior to that of Kakadu, with

the exception of Comprimato [10], which does not offer any option to test its implemen-

tation. Our codec is executed in the consumer-grade GPUs reported in Table 1, namely,

the high-end GTX 1080 Ti for desktops, and the low-end GTX 960M for laptops. The

tests code a video sequence of 948 frames of size 2048×832, gray-scale, and bit-depth

of 8 bits per sample. The results shown below do not consider the I/O time needed to

read/write the files from/to the disk since that may affect execution times significantly

depending on the device employed. In all implementations, data are read from the host

memory, where they are preloaded before starting the execution.

The first test evaluates the throughput achieved by our codec when using 1 or 2

GPU streams. The results are depicted in Fig. 2. The vertical axis reports the throughput

achieved, in Mega samples per second (Msamples/sec.). The results for 1 and 2 streams

are depicted for each GPU and for the encoding and decoding process. Using 2 streams

provides a performance increase about 26% (7%) in the encoding process and 22% (9%)
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Figure 2. Evaluation of the throughput achieved when using 1 and 2 execution streams.
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Figure 3. Evaluation of the throughput achieved by the proposed codec and Kakadu.

in the decoding process for the 1080 Ti (960M) GPU. The performance gain depends on

the peak throughput of each GPU. The 1080 Ti has ample resources to process more than

one frame whereas the 960M almost saturates its resources when coding a single frame

(i.e., 1 stream).

The second test evaluates the throughput of the proposed codec running 2 streams

and Kakadu. Fig. 3 depicts the obtained results. The proposed codec executed in the

1080 Ti yields a throughput about 5× higher than that of Kakadu. For the 960M, the

throughput achieved is about 2× higher than that of Kakadu. Nonetheless, we recall that

Kakadu is executed in an expensive multi-CPU platform, whereas the proposed codec

employs commodity GPUs. Fig. 3 also depicts the throughput needed to process digital

cinema video at resolutions of 2K and 4K in real time (straight horizontal lines). The

results suggest that the proposed codec running in the 1080 Ti (960M) can process 4K
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Figure 4. Evaluation of the power efficiency achieved by the proposed codec and Kakadu.

(2K) video in real time.

The third test evaluates power consumption. Fig. 4 depicts the results yield by

Kakadu and our codec. In this case, the vertical axis reports Msamples processed per

Watt consumed. Kakadu employs four high-end AMD Opteron processors, each with a

thermal design power (TDP) of 115W, whereas the 1080 Ti and 960M GPUs have a TDP

of 250W and 60W, respectively. The low power consumption of the 960M makes it the

most efficient, being approximately 12× more power efficient than Kakadu for encoding

and about 17× for decoding. The proposed codec executed in the 1080 Ti is less power-

hungry than Kakadu too, with increases in efficiency about 9× and 10× for the encoder

and decoder, respectively.

6. Conclusions

The JPEG2000 standard is mainly devised to exploit the coarse-grain parallelism pro-

vided in CPUs. When employed to code high-resolution video in scenarios such as TV

production or digital cinema, implementations need specialized hardware or expensive

computer platforms to meet real-time requirements. So far, implementations for cheaper

devices such as GPUs are not able to achieve high throughput because the innermost

algorithms of the coding system do not exhibit enough fine-grain parallelism. This paper

introduces a fully parallel end-to-end codec that employs the framework of JPEG2000

but that provides –in all stages of the coding pipeline– distinct modifications that permits

the use of fine-grain parallelism. This can be effectively exploited when executed in ar-

chitectures that highly rely on SIMD parallelism such as those found in Nvidia GPUs.

Experimental results coding high-resolution video indicates that the proposed codec is

5× faster than the most efficient implementations of JPEG2000 while reducing the power

consumption more than 10×. None of the advanced features of JPEG2000 are sacrificed

in the proposed codec, so it is ideal for scenarios that deal with massive data sets and/or

power constraints.
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